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Despite the explosion of new, innovative technologies 
in the area of multiple identification and subsequent 

attenuation, their applicability is mostly limited to marine 
environments especially in deep water. In land seismic data 
sets however, the application of such multiple-elimination 
methodologies is not always straightforward and in many 
cases poor results are obtained. The unique characteristics of 
land seismic data (i.e., noise, statics and coupling) are major 
obstacles in multiple estimation and subsequent elimination. 
The well-defined surface multiples present in marine data are 
rarely identifiable in land data. Particularly in desert terrains 
with a complex near surface and low-relief structures, surface 
multiples hardly exist. In most cases, we are dealing with so 
called “near-surface-related multiples.” These are primarily 
internal multiples generated within the complex near surface.

In this paper, we employ theoretical concepts from the in-
verse scattering series (ISS) formulation and develop comput-
er algorithms for land internal multiple elimination. The key 
characteristic of the ISS-based methods is that they do not re-
quire any information about the subsurface: i.e., they are fully 
data-driven. Internal multiples from all possible generators 
are computed and adaptively subtracted from the input data. 
These methodologies can be applied prestack and poststack 
and their performance is demonstrated using realistic syn-
thetic and field data sets from the Arabian Peninsula. These 
are the first published field data examples of the application 
of the ISS-based internal multiple-attenuation technology to 
the daunting challenge of land internal multiples.

Introduction
Radon-based methods are commonly employed for multiple 
reduction in land seismic data processing. However, in land 
data, the lack of velocity discrimination between primaries 
and multiples causes unacceptable results. Thus, wave-equa-
tion-based schemes have to be introduced. The research ar-
ticles of Verschuur et al. (1992), Berkhout (1997), Weglein et 
al. (1997), Carvalho and Weglein (1994), Dragoset and Jer-
icevic (1998), Jakubowicz (1998), Berkhout (1999), and Ver-
schuur and Berkhout (2001), to mention a few, offer theoreti-
cal insights to wave-equation surface and internal multiple 
elimination along with several applications to synthetic and 
marine data sets.

Kelamis et al. (2002) used concepts from the common 
focus point (CFP) technology and developed algorithms for 
internal multiple elimination applicable in land. Luo et al. 
(2007) and Kelamis et al. (2008) have also presented success-
ful applications of land internal multiple suppression. They 
employed the layer/boundary approaches introduced by Ver-
schuur and Berkhout (2001). In these schemes, the user has 
to define phantom layers/boundaries which correspond to 

YI LUO, PANOS G. KELAMIS, QIANG FU, SHOUDONG HUO, and GHADA SINDI, Saudi Aramco
SHIH-YING HSU and ARTHUR B. WEGLEIN, University of Houston

the main internal multiple generators. Thus, some advanced 
knowledge of the main multiple generators is required. On 
land, as shown by Kelamis et al. (2006), the majority of inter-
nal multiples are generated by a series of complex, thin layers 
encountered in the near surface. Thus, the applicability of the 
CFP-based layer/boundary approach is not always straight-
forward because it requires the definition of many phantom 
layers. In contrast, the ISS theory does not require the intro-
duction of phantom layers/boundaries. Instead, it computes 
all possible internal multiples produced by all potential mul-
tiple generators. Therefore, fully automated internal multi-
ple-elimination algorithms can be developed in the prestack 
and poststack domains.

Basic principles of ISS technology
The ISS-based formulation for internal multiple attenuation 
(Araújo et al., 1994; Weglein et al., 1997) is a data-driven algo-
rithm. It does not require any information about the reflectors 
that generate the internal multiples or the medium through 
which the multiples propagate and, in principle, it does not 
require moveout differences or interpretive intervention. The 
algorithm predicts internal multiples for all horizons at once. 

This ISS internal multiple-attenuation scheme is basically the 
first term in a subseries of the ISS that predicts the exact time 
and amplitude of all internal multiples without subsurface 
information. The ISS attenuation algorithm predicts the cor-
rect traveltimes and approximate amplitudes of all the inter-
nal multiples in the data, including converted-wave internal 
multiples (Coates and Weglein, 1996). Carvalho et al. (1992) 
pioneered the free-surface ISS method and applied it to field 
data. Matson et al. (1999) were the first to apply the ISS inter-
nal multiple algorithm to marine towed-streamer field data, 
and Ramírez and Weglein (2005) extended the theory from 
attenuation toward elimination by including more terms in 
the subseries, thereby improving the amplitude prediction. 

Figure 1. ISS internal multiple prediction formulation.
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given by −2iq
s
D(k

g
, k

s
, �) The vertical wavenumbers for re-

ceiver and source, q
g
 and q

s
, and are given by

 
                         q = sqn(�)   � �

k—
c

–
�

�
�i i   for i = (g,s); 

c
0
 is the constant reference velocity; z

s
 and z

g
 are source and 

receiver depths; and z
i
 (i = 1,2,3) represents pseudodepth. 

Note that the obliquity factor, −2iq
s
, is used to transform an 

incident wave into a plane wave in the Fourier domain (We-
glein et al., 2003).

The first-order internal multiple is composed of three 
events that satisfy z´

2
 < z´

1
 and z´

2
 < z´

3
. The traveltime of 

the internal multiple is the sum of the traveltimes of the two 
deeper events minus the traveltime of the shallower one. 
The parameter � is introduced in the equation of Figure 1 
to preclude z´

2
 < z´

1
 and z´

2
 < z´

3
 in the integrals. For band-

limited data, � is related to the width of the wavelet. The 
output of the equation, b

3IM
, is divided by the obliquity factor 

and transformed back to the space-time domain. When we 
subtract the estimated internal multiples from the original in-
put data, all first-order internal multiples are suppressed and 
higher-order internal multiples are altered.

Synthetic and field data
Figure 2 shows a synthetic CMP gather obtained from an 
18-layer velocity model. The data contain only primary re-
flections and internal multiples (Figure 2a). The results of 
our 1.5D ISS-based algorithm are shown in Figure 2b and 
compared with the true-primaries-only gather (Figure 2c). 
Note that almost all internal multiples are attenuated con-
siderably. There is some degradation of the primaries which 
is due to the adaptive least-squares subtraction. The results 
of Figure 2 are obtained without any user intervention (i.e., 
are fully automatic) and are encouraging. More full prestack 
tests are currently underway in both the shot and CMP do-
mains.

Next the application of ISS-based internal multiple attenu-
ation is shown on poststack data. One of our goals is to study 

Matson (1997) and Weglein et al. (1997) extended the ISS 
methods for removing free-surface and internal multiples from 
ocean-bottom and land data.

The ISS internal multiple-attenuation algorithm in 2D 
starts with the input data, D(k

g
, k

s
, �) that are deghosted and 

have all free-surface multiples eliminated. The parameters, k
g
, 

k
s
,
 
and

 
� represent the Fourier conjugates to receiver, source, 

and time, respectively. The ISS internal multiple-attenuation 
algorithm for first-order internal multiple prediction in a 2D 
Earth is given by Araújo (1994) and Weglein et al. (1997). 
Figure 1 depicts the mathematical formulation along with a 
pictorial construction of a first-order multiple. The quantity 
b

1
 (k

g
, k

s
, z) corresponds to an uncollapsed migration (Weglein 

et al., 1997) of an effective incident plane-wave data which is 

Figure 2. (a) Synthetic CMP gather from 18-layer velocity model. (b) 
ISS-estimated primaries. (c) True primaries.

Figure 3. (left) 1D synthetic with primaries and internal multiples 
modeled from the field sonic log (right). (center left) True primaries. 
(center right) ISS-estimated primaries.
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if ISS can successfully predict internal multiples generated by 
thin layers. Figure 3 depicts the ISS performance on a realistic 
zero-offset synthetic data set. The model is composed of a large 
number of layers with thickness of 1 ft and is obtained from a 
field sonic log shown on the extreme right. The data (primaries 
and internal multiples) are modeled using the acoustic wave 
equation. The 1D ISS internal multiple-elimination result is 
shown on the right, while the primaries-only traces are also 
depicted in the middle panel. The performance of the 1D ISS-
based algorithm is very good. Despite the poststack applica-

Figure 4. Stacked section from a land data set from Saudi Arabia. The presence of internal multiples is obvious.

Figure 5. Same data as in Figure 4 after ISS internal multiple elimination.

tion, note the complete internal multiple elimination obtained 
in the zone of interest between 1.0 and 1.4 s. At the same time, 
the main primary events are preserved with a minimum deg-
radation.

Figure 4 shows a stacked section of land seismic data from 
Saudi Arabia. The presence of internal multiples is evident in 
this data set. Moreover, note the spatial variability of these 
multiples that follows the complex near surface. It’s a clear in-
dication that they are all generated within the complex, thin 
layers of the near surface. Figure 5 exhibits the data after 1D 
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Figure 6. Difference between Figure 4 and Figure 5 (i.e., the internal multiples).

ISS internal multiple elimination, and Figure 6 shows the dif-
ference (i.e., the estimated internal multiples). The results are 
encouraging. Note the overall reduction of internal multiples. 
Especially, at the zone of interest between 1.4 and 2.0 s, the 
ISS internal multiple elimination has resulted in an improved 
definition of the primaries and thus increased the interpret-
ability of the data. It is also interesting to examine the differ-
ence section where the estimated internal multiples are shown 
(Figure 6). The spatial variability of the internal multiples is 
quite obvious along with the “dull” character-free ringing ap-
pearance that represents no real geology.

Conclusions
We have developed and employed algorithms from the in-
verse scattering series theory for the estimation of internal 
multiples. They can be applied prestack (1.5D) in the CMP 
domain and in zero-offset (1D) data. Their performance was 
demonstrated with complex synthetic and challenging land 
field data sets with encouraging results; other internal multi-
ple-suppression methods were unable to demonstrate similar 
effectiveness. This paper presents the first series of onshore 
field data tests of the ISS-based internal multiple-attenuation 
technology. ISS technology requires no velocity informa-
tion for the subsurface or any advanced knowledge of the 
multiple generators. The main idea is to remove multiples 
without damaging primaries. In practice, a method like ISS 
can be used for high-end prediction, and then some form of 
adaptive subtraction is called upon to address issues omitted 
in the prediction. The improved multiple prediction offered 
by ISS is crucial in land seismic data where close interference 
between primaries and internal multiples occurs. The exam-
ples of this paper point to the pressing need to improve the 

prediction and reduce the reliance on adaptive steps, because 
the latter can fail precisely when you have interfering events. 
We will continue our research efforts for more accurate and 
complete prediction algorithms in order to produce effective, 
practical and automated internal multiple-attenuation meth-
odologies applicable for land seismic data. 
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The world of petroleum exploration constantly demands 
higher efficacy at every link in the data processing chain, 

from preconditioning to imaging and inversion. Within 
that chain, the removal of internal multiples constitutes a 
particularly resilient problem, whose resolution has only 
partially benefited from the advent of the data-driven 
technologies which have transformed the practice of free-
surface multiple elimination.

Historically, internal multiples have received less atten-
tion than free-surface multiples. In offshore surveys, for 
example, their relative importance is often outweighed by 
dominant water-column multiples. However, as the demand 
for accuracy increases driven by improvements in imaging 
capability and removal of free-surface multiples, the interest 
in removing troublesome internal multiples rises in priority. 
Internal multiples can cause uncertainty in the interpretation 
process and can obscure both onshore and offshore explora-
tion targets.

In all scenarios, the key to addressing the internal multiple 
problem consists of responding to a combination of several 
challenges, and exemplified in Weglein et al. in this special 
section of TLE. We seek a method that can accommodate an 
Earth with strong lateral variations and the wavefield phe-
nomena it creates (such as multipathing, diffracted internal 
multiples). That capability is likely to be critical in offshore 
areas with a highly rugose (diffractive) water bottom and for 
internal multiples generated within salt bodies.

Other desirable characteristics are the ability to (1) op-
erate independently of a priori information and (2) accom-
modate the broadest set of multiples without the user being 
required to identify the portion of the Earth responsible for 
the multiple’s subevents. In a variety of situations, internal 
multiples are generated within alternating sequences of rocks 
and sediments with contrasting seismic properties. In cer-
tain geologic settings, those sequences can exist for several 
hundred or thousand meters and choosing one or more sig-
nificant multiple generators represents a challenge by itself, 
which can only be confidently addressed using information 
from nearby well logs.

A further interest is in producing a simultaneous predic-
tion of all internal multiples with equal accuracy at all off-
sets, because an accurate match between predicted and actual 
multiples (amplitude, phase, number of events) alleviates the 
burden on adaptive subtraction.

Currently available methods for internal multiple attenu-
ation/removal can be divided into two groups. The first group 
of methods requires the user to identify the primaries as inter-
nal multiple subevents or the portion of the Earth responsible 
for the internal multiple’s downward reflection. Typically, the 

PAOLO TERENGHI, SHIH-YING HSU, ARTHUR B. WEGLEIN, and XU LI, University of Houston

interpretation consists in picking the traveltime of the event 
corresponding to a chosen downward reflector, often referred 
to as the internal multiple generator. The interpretation can 
be used directly to isolate the chosen generator from other 
events corresponding to deeper reflectors (pioneered by Key-

Figure 1. (a) Velocity model; (b) zero-offset section of the input data; 
(c) zero-offset section of the water-speed f-k migration, first-order term 
in the ISS internal-multiple algorithm.
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predicts the correct traveltimes and approximate amplitudes 
of all the internal multiples in the data. Ramírez and Weglein 
(2005) extended the theory from attenuation toward elimi-
nation by including more terms in the elimination subseries, 
thereby improving the amplitude prediction. Although the 
ISS free surface and internal-multiple algorithms were ini-
tially designed for a marine towed streamer experiment (had 
an acoustic reference medium of water), Coates and Weglein 
(1996) showed that all free surface and internal multiples 
with converted waves in their history were also predicted.  
The latter free-surface and internal multiple cases are using 
a reference medium for which S-waves don’t even exist. This 
is not model matching, indirect inversion or modeling run 
backward! Matson (1997) extended ISS multiple removal to 
ocean-bottom and land data. Matson et al. (1999) and We-
glein et al. (2003) were the first to apply the ISS free-surface 
and internal multiple algorithms to marine towed-streamer 
field data, while Fu et al. (2010) contains the first ISS internal 
multiple application on land data.

Properties of the first-order term in the ISS internal mul-
tiple-attenuation algorithm—uncollapsed f-k migration
The algorithm starts with source- and receiver-side deghost-
ed data absent of free-surface effects. Using only reference ve-
locity, an uncollapsed migration (Stolt, 1978; Stolt and We-
glein, 1985) maps the input data from time to pseudodepth 
(i.e., depth identified by imaging using a reference velocity). 
The concept of pseudodepth is similar to that of traveltime 
at vertical incidence. The pseudodepth is achieved in the fre-

dar et al., 1997, promulgated by Jakubowicz, 1998) or used to 
downward continue the wavefield (through common-focus-
point operators) toward the generator (feedback methods, 
boundary approach) or toward a chosen reference level, i.e., 
layer approach (Berkhout and Verschuur, 2005; Verschuur 
and Berkhout, 2005). The reference level is chosen to sepa-
rate the regions of the Earth that contain downward reflectors 
from those that contain upward reflectors in the construction 
of internal multiples. The second group of internal multiple 
attenuation/removal methods does not require generator 
identification and the internal multiples are constructed by 
combining three events that satisfy an automated constraint. 
In the method based on the inverse scattering series (ISS), 
the constraint is a deeper-shallower-deeper relationship in 
pseudodepth or vertical travel time (Araújo, 1994; Weglein 
et al., 1997; Weglein et al., 2003, Nita and Weglein, 2007). 
Ten Kroode (2002) proposed an asymptotic derivation of 
the results in Weglein et al. (1997), where the constraint is a 
longer-shorter-longer relationship between total traveltimes 
under the assumption of traveltime monotonicity (deeper 
events yield longer traveltime). The automated constraint en-
ables the algorithms in the second group to predict internal 
multiples for all possible generators in one step and can be 
considered truly independent of subsurface information.

Through a set of examples, the analysis in this paper pro-
vides insights into the inner workings of the ISS algorithm, 
and an explanation for the success recently reported in a field 
data application on data from Saudi Arabia (Fu et al., 2010; 
and Luo et al. in this special section). The first example il-
lustrates the case of internal multiples generated at a highly 
curved interface and demonstrates the advantage of the ISS 
internal multiple algorithm using vertical traveltime in con-
trast to total traveltime based algorithms. In the second nu-
merical example, we illustrate the ability of the ISS internal 
multiple-attenuation algorithm to address all existing inter-
nal multiples generated by all downward reflectors in a single 
step. That ability is in contrast to the methods of the first 
group above, which are unable to match that removal efficacy.

Internal multiple attenuation using the inverse  
scattering series
The removal of internal multiples can be regarded as a partic-
ular task within the general inversion machinery of the ISS 
(Weglein et al., 2003). Within that framework, it is possible 
to identify a subset of ISS terms to suppress internal mul-
tiples starting from an input wavefield with all free-surface 
effects (source- and receiver-side ghosts and free-surface mul-
tiples) removed (Araújo et al., 1994; Weglein et al., 1997). 
ISS and all tasks within ISS (e.g., free-surface and the inter-
nal multiple-attenuation algorithms) are entirely data-driven 
tools which do not require information about the medium 
through which the multiples propagate, nor do they require 
moveout discrimination between primaries and multiples, 
nor interpretive intervention. The ISS internal multiple-at-
tenuation algorithm predicts internal multiples for all hori-
zons at once without needing or using information about the 
reflectors involved in generating them. Its leading-order term 

Figure 2. An internal multiple (solid blue) satisfying monotonicity 
in vertical time but not in total traveltime. If wave speed c

1
 is much 

greater than c
0
, the (dashed blue) and (dashed green) primaries arrive 

at the surface earlier than the (dashed red) primary. The multiple 
is removed by the ISS method, but not by methods based on total 
traveltime monotonicity.

Figure 3. (a) Earth model and (b) event labeling. Densities are 
chosen to yield a vertical-incidence reflection coefficient of 0.8 at all 
layer boundaries.
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quency domain, where the temporal frequency (�) observed 
in the surface recordings can be related to the vertical wave-
number (k

z
 = q

g
 + q

s 
)of a constant-velocity image, through 

the relationship 

         

for i=(g,s), where, c
0
 is the chosen reference velocity k

i
 the 

horizontal wavenumber and the subscripts g and s character-
ize the Fourier domain variables on the receiver and source 
side, respectively (Clayton and Stolt, 1981).

Within constant velocity migration assumptions, the f-k 
Stolt migration correctly images the reflected wavefield gen-
erated by interfaces of any arbitrary shape, including diffrac-
tions and multipathing. One example of such phenomena is 
the bow-tie pattern generated by reflections over a sufficiently 
curved boundary. These effects are common in seismic ex-
ploration data and can occur in a variety of geologic features, 
including salt domes, faults, layer terminations, pinch-outs, 
fractured and/or irregular volcanic layers and for a rough sea 
bottom. As we mentioned, sev-
eral internal multiple-removal 
algorithms require picking events 
and traveltimes. In some of those 
methods (Keydar et al., 1997), 
the picked traveltimes are direct-
ly used to mute the wavefield at 
earlier or later times with respect 
to the generator, and internal multiples are predicted using 
auto- and cross-correlation operations between traces from 
the resulting fields. In others (e.g., the feedback methods), 
the traveltimes are used to determine approximate redatum-
ing operators. However, all these approaches are based on 
the implicit assumption that a one-to-one relationship ex-
ists between seismic events (their traveltime) and the Earth 
features that create them (such as layer boundaries). In the 
presence of diffractions and/or multipathing, a one-to-one 
relationship does not exist, as, e.g., a single curved interface 
can produce several seismic arrivals in a single seismic trace. 
Picking events, traveltimes, and generators may not be viable 
even in a normal-incidence experiment in a 1D Earth, since 
destructively interfering primary and multiple events are pos-
sible and often prevalent in land field data (Kelamis et al., 
2006; Fu et al., 2010).

We present an example based on a simple three-layer 
Earth model where the shallowest interface is sine-shaped. 
The model in Figure 1a produces the data in Figure 1b where 
all seismic events except the second primary at 2.2 s originate 
at the shallow reflector. Clearly, it is an issue to pick a unique 
traveltime to represent the curved reflector, as many events 
are generated which interfere among themselves and even 
with the second primary. The ISS method provides a natural 
solution by using as input the uncollapsed prestack water-
speed migration (Figure 1c) where the spatial (pseudodepth) 
relationship between seismic arrivals matches the spatial 
relationship of the reflectors in the actual Earth (Nita and 
Weglein, 2007). The sketch in Figure 2 describes another ex-

ample of an internal multiple which would not be predicted 
if total traveltimes were the basis of the method. The multiple 
can be traced back to an Earth feature where the relation-
ship between total traveltimes and vertical traveltimes (pseu-
dodepth) is inverted due to the presence of a high-velocity 
layer at depth. Vertical travel times have a closer relationship 
to actual depth than total time, and hence represent a more 
effective way to approach the removal of actual internal mul-
tiples (see, e.g., Hsu, 2011). The latter vertical traveltime is 
the tool used in ISS internal multiple attenuation algorithms.

Properties of the leading (third) order term ISS internal 
multiple attenuation algorithm
Let z

1
, z

2
, and z

3
 be the pseudodepths of three generic points 

in the data produced by the first-order term in the internal 
multiples series. The leading-order internal multiple pre-
diction is composed of three events that satisfy a deeper-
shallower-deeper condition in pseudodepth. As those points 
span the entire data volume, the leading-order attenuation 
algorithm (which is third-order in the imaged data) allows 

any combination such that z
1
 is greater than z

2
 and z

3
 is 

greater than z
2
 to contribute to the prediction (see equation 

on next page), where b
1
(k

g
, k

s
, z) corresponds to effective in-

cident plane-wave data in the pseudodepth domain.
In contrast with the methods based on the convolu-

tion and correlation of wavefields, where the definition of 
the generator is static, the ISS algorithm’s deeper-shallower-
deeper constraint does not refer to any particular interface or 
event in the data. On the contrary, it applies to all of their 
water-speed images, allowing the simultaneous prediction of 
all first-order internal multiples from any depth without in-
terpretation and traveltime picking of the data or knowledge 
of the medium.

In our second example, we demonstrate the properties 
of the ISS internal multiple-prediction algorithm using a set 
of acoustic finite-difference data. The model shown in Fig-
ure 3a consists of three interfaces, the first of which features 
a trench approximately 1.5 km long and 100 m deep. In 
Figure 3b, the travel paths of some internal multiples are 
drawn schematically using upgoing and downgoing arrows 
to represent wave propagation. In a zero-offset section of the 
data (Figure 4a), a first train of closely spaced internal mul-
tiples (characterized by the pattern 2[12]n) can be shown to 
originate from the energy reflected between the two shallow 
reflectors (1) and (2).

A deeper reflector (3) causes the entire train to begin 
again at around 1.4 s (3[12]n train) and once more at 2.1 s 
(313[12]n and 323[12]n trains). In general, even in a simple 
three-interface Earth model, the number of reverberations 
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recorded at the surface is extremely large as a result of the 
various ways three reflectors can be combined to form inter-
nal multiples. The ISS internal multiple algorithm predicts 
all of them at once, without any interpretation required on 
the data, as shown in Figure 4b and Figure 4c.

Discussion
We observe that the layer-related approach (Berkhout and 
Vershuur, 2005; Vershuur and Berkhout, 2005) would not 
achieve the same result. Figure 5a shows the four types of 
first-order internal multiples generated within a three-re-
flector Earth. If the reference level (the lower boundary of 
the layer) that separates an internal multiple’s upward and 
downward reflections were chosen between the first and the 
second reflectors, the layer-related method would predict the 
three types of first-order internal multiples shown in Figure 
5b. If that strategy were applied in the example shown in 
Figure 4, all multiples characterized by type 3[23]n would 
be absent in the prediction. Figure 5c shows a different pre-
diction produced by selecting the reference level between 
the second and third reflector. Similarly, in the example in 
Figure 4, if the downward-reflecting level were chosen be-
tween events (2) and (3), the 2[12]n event type would not be 
predicted. Notice that once the reference level is chosen, the 
events above this level can act only as downward reflectors; 
similarly, the events below this level can contribute only as 
upward reflectors. In Figure 5a, however, the second reflec-
tor contributes both as an upward reflector (for the two inter-
nal multiples in the middle) and as a downward reflector (for 
the rightmost internal multiple). Therefore, for any choice of 

Figure 4. Zero-offset sections: (a) input data, (b) predicted multiples, and (c) labeling of events.

downward-reflecting layer, there is at least one type of first-
order internal multiple which cannot be predicted.

Conclusions
The inverse scattering series provides an approach to inter-
nal multiple attenuation with the potential to address the 
challenges of modern seismic exploration on land and in 
complex marine settings. That capability has recently been 
further delineated and demonstrated by complex synthetic 
and land field data tests (Fu et al.; Luo et al.). Through the 
analysis and the examples in this paper, we illustrate its in-
ner workings and emphasize the key concepts at the base of 
its capability to provide (1) a comprehensive and accurate 
prediction of all internal multiples (2) in a purely data-driv-
en manner, and (3) in an Earth with strong lateral varia-
tions. 
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Multiple removal is a longstanding problem in 
exploration seismology. Although methods for 

removing multiples have advanced and have become more 
effective, the concomitant industry trend toward more 
complex exploration areas and difficult plays has often 
outpaced advances in multiple-attenuation technology. 
The topic of multiples, and developing ever more effective 
methods for their removal, remains high in terms of industry 
interest, priority and research investment. The question as 
to whether today, in 2011, multiples or multiple removal is 
winning is a way of describing what we are about to discuss. 
This paper focuses on recent advances, progress and strengths 
and limitations of current capability and a prioritized list of 
open issues that need to be addressed.

In seismic exploration it is useful to catalog events as pri-
mary- or multiple-based on whether the wave arriving at the 
receiver has experienced one or more upward reflection(s), 
respectively (Figure 1). Multiples are further subdivided and 
labeled according to the location of the downward reflection 
between two upward reflections. If the multiple has at least 
one downward reflection at the free surface, it is called a free-
surface multiple, and if all of its downward reflections occur 
below the free surface, it is called an internal multiple. These 
definitions and cataloging of events into primary and mul-
tiple are operative and called upon only after the reference or 
background wavefield and the source and receiver ghosts have 
all been removed (Figure 2).

Both primaries and multiples contain information about 
the subsurface; however, (1) unraveling the information 
within a multiply reflected event is a daunting task, and (2) 
back-propagating a wavefield containing both primaries and 
multiples for imaging and inversion is usually beyond our 
ability to provide an accurate enough discontinuous overbur-
den (required for migration and inversion). Hence, primaries 
are typically considered as signal and multiples are considered 
a form of coherent noise to be removed prior to extracting 
subsurface information from primaries.

“Multiple attenuation: an overview of recent advances and 
the road ahead” (Weglein, 1999) provides a 1999 perspective 
of multiple attenuation and places wave-theory advances at 
that time in the context of earlier pioneering contributions. 
We suggest Multiple Attenuation (published by SEG in 2005) 
and the special section on multiple attenuation (TLE 1999) 
as background to comprehend and to set the stage for this 
update and overview of recent progress, advances, and open 
issues as of 2011.

Offshore and onshore multiple removal: Responding to 
the challenges
In offshore exploration, the industry trend to explore in deep 
water, with even a flat horizontal water bottom and a 1D sub-
surface, immediately caused many traditional and useful sig-

ARTHUR B. WEGLEIN, SHIH-YING HSU, PAOLO TERENGHI, and XU LI, University of Houston
ROBERT H. STOLT, ConocoPhillips

nal processing/statistical-based multiple-removal methods to 
bump up against their assumptions, break down, and fail. In 
addition, marine exploration plays beneath complex multi-D 
laterally varying media and beneath and/or at corrugated, 
diffractive rapid varying boundaries (for example, subsalt, 
sub-basalt and subkarsted sediments and fault shadow zones) 
cause a breakdown of many other multiple-removal meth-
ods. For example, decon, stacking, f-k, Radon transform, 
and wavefield modeling and subtraction of multiples are 
among methods that run into problems with the violation of 
any one or a combination of the following assumptions: (1) 
primaries are random and multiples are periodic, (2) knowl-
edge of the velocity of primaries and assuming the Earth has 
no lateral variation in properties with assumptions about 1D 
moveout, (3) velocity discrimination between primaries and 
multiples, (4) interpreter intervention capable of picking and 
discriminating primary or multiple events, and (5) determin-
ing the generators of the experiences of the multiples, and 
then modeling and subtracting them. The confluence of (1) 
high drilling costs in deepwater plays, (2) specific deepwater 
and shallow subsea hazards and technical challenges, (3) the 
need to develop fields with fewer wells, and (4) the record of 
drilling dry holes drives the need for greater capability for 
removing marine free-surface and internal multiples, as well 
as improving methods of imaging.

Moving onshore, the estimation and removal of land 
internal multiples can make the toughest marine-multiple 
problem pale in comparison. The presence of proximal and 

Figure 1. Marine primaries and multiples: 1, 2 and 3 are examples of 
primaries, free-surface multiples, and internal multiples, respectively.
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but not least, surgically remove multiples by predicting both 
their amplitudes and phases, and thus not harm primaries 
even if they are proximal and overlapping. The efficacy and 
choice among multiple-removal methods in response to the 
challenges posed in a world of complex multiple generators, 
in 1D Earth settings and/or in heterogeneous rapid laterally 
varying media and boundaries, would ultimately be evalu-
ated, judged, and selected by how well they satisfy all of these 
criteria.

The evolution and merging of methods that originally 
sought to either separate or wavefield-predict multiples
In Weglein (1999), multiple-removal methods were classified 
as: (1) separation and (2) wavefield prediction, and we refer 
the reader to Table 1 and Table 2 in that reference for a sum-
mary of methods within each category. Methods within the 
“separation” category were seeking a characteristic to separate 
primaries from multiples, whereas “wavefield prediction” was 
a way to wavefield-predict and then subtract multiples.

“Separation” methods were defined by characteristics that 
distinguish primaries from multiples, with, e.g., primaries 
considered as random and multiples as periodic, or assump-
tions about how primaries and multiples would separate in 
different transform domains. These methods earned their 
keep, but were ultimately hampered by their assumptions 
about the statistical nature of primary reflections, 1D Earth 
assumptions, and the assumed velocity determination for pri-
maries. 

“Wavefield-prediction” methods began with modeling 
and subtracting the entire history of the multiples that were 
targeted to be removed (e.g., Morley and Claerbout, 1983; 
Wiggins, 1988; Weglein and Dragoset, Chapter 4).

They moved away from 1D assumptions in principle, but 
were mainly confined to water-column reverberations, where 
they had demonstrated value, but had little hope or success in 
modeling and subtracting multiples with more complicated 
and sub-water-bottom experiences in their history.

The next step in “wavefield prediction” sought to not 
model the entire history of the multiple one wanted to re-
move, but rather to just find a wave-theory prediction to 
identify, isolate and separate the physical location and prop-
erty that the multiple had experienced, and other events had 
not, and then to transform through a map of data with and 
without the experience as a way to “separate” events into 

interfering primaries and internal multiples of different or-
ders can occur in marine situations, but their frequent oc-
currence for land internal multiples raises the bar of both the 
amplitude and phase fidelity of prediction and the priority 
and pressing need of developing an alternative to energy-min-
imizing-based adaptive subtraction techniques. For example, 
in Kelamis et al. (2006), Fu et al. (2010), and Luo et al. (in 
this special section), the basic cause of the land multiple-re-
moval challenge in Saudi Arabia is identified as a series of 
complex, thin layers encountered in the near surface. 

In general, strong reflectors at any depths can be iden-
tified as significant sources of internal multiples, especially 
where geologic bodies with different seismic properties are in 
contact. Typical examples are alternating sequences of sedi-
mentary rocks and basaltic layers or coal seams, which can 
give rise to short-period internal multiples.

Multiples are a problem and a challenge due to violations 
of the assumptions and prerequisites behind methods used 
to remove them. There are two approaches to address those 
challenges: (1) remove the assumption violation (by satisfying 
the assumption), or (2) remove the assumption. That is, ei-
ther develop a response and/or new methods that remove the 
violation, and arrange to satisfy the assumption, or develop 
fundamentally new methods that avoid the limiting or in-
hibiting assumption. There are cases and issues for which one 
or the other of these attitudes is called for and indicated. An 
example of seeking to satisfy a requisite is when a data acqui-
sition is called for by a multiple-removal technique, and we 
seek methods of data collection and interpolation/extrapola-
tion to remove the violation by satisfying the requirement. 
However, if a multiple-removal method is, for example, in-
nately 1D in nature, then an interest in removing multiples in 
a multi-D Earth would call for developing a new method that 
did not assume a 1D Earth; i.e., it calls for developing a new 
multi-D method that altogether avoids the 1D assumption. 
The former, “remove assumption violation” approach would 
entail, e.g., arranging a 3D corrugated boundary subsalt play 
to somehow satisfy 1D layered Earth assumptions, velocity 
analysis, and moveout patterns, or modeling and subtraction 
of multiples, where seeking to satisfy those types of assump-
tions is not possible. The latter realization drove the search 
for new methods that avoid those increasingly difficult or 
impossible-to-satisfy criteria and prerequisites. 

The list of sought-after characteristics for multiple 
attenuation
In response to those challenges, these new methods would 
therefore be required to satisfy the following criteria: (1) be 
fully multi-D, (2) make no assumptions about subsurface 
properties, (3) have no need for interpretive intervention, (4) 
be able to accommodate the broadest set of multiples of all 
orders, (5) extend to prime and composite events as intro-
duced in Weglein and Dragoset (2005), where the definitions 
and meaning of primaries and multiples themselves can be 
extended from their original 1D Earth definitions and con-
cepts, (6) be equally effective at all offsets, retaining effec-
tiveness in prestack and poststack applications, and (7) last 

Figure 2. The marine configuration and reference Green’s function.
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those that have and have not had that experience. That think-
ing became the cornerstone of the “free-surface and interface 
method” pioneered and developed by Berkhout of the DEL-
PHI Consortium at Delft University. That DELPHI program 
for removing all marine multiples required a sequence of re-
lationships between data with and without isolated and well-
defined reflections, starting with downward reflections at the 
air-water free surface, and then through a sequence of ampli-
tude-preserving migrations, to image and transform away all 
internal multiples that had their shallowest downward reflec-
tion at each successively deeper reflector/interface starting at 
the water bottom. Hence, it’s called the free-surface and inter-
face method. That program provided significant added-value, 
especially with isolated free-surface multiples, or at times for 
internal multiples generated at a simple and not too complex 
water bottom. There was considerable reliance on “adaptive 
subtraction” to fix omissions in the theory and limitations in 
data collection and prerequisites like deghosting and wave-
let removal. The DELPHI approach is a wavefield-prediction 
method that doesn’t require modeling the entire history and 
experience of the multiple, as earlier wavefield-prediction 
methods required, but required only modeling in detail the 
“wavefield-prediction” properties that “separated” the events 
experiencing a shallowest downward reflection at the free sur-
face, and then repeating that program at the next interface or 
boundary in a sequence of deeper interfaces. Events are thus 
separated by whether they have or have not had a downward 
reflection at those reflecting boundaries. Hence, “wavefield 
prediction” and “separation” merged, with the separation re-
quiring detail of all subsurface properties down to and in-
cluding a given interface to remove all multiples having a 
shallowest reflection at that interface. However, that compre-
hensive program ran into problems of conceptual and practi-
cal issues, with the former, including: (1) how to transform 
away via, e.g., Green’s theorem a relationship between data 
experiencing and not experiencing a corrugated and diffrac-
tive boundary, and, (2) the stringent requirements of deter-
mining the properties above, and down to, and at, the inter-
face. The latter issues made the use of these interface internal 
multiple-removal methods difficult to be applied in practice 
as targets became deeper and the overburden and interfaces 
became rapidly varying and difficult to adequately identify.

The inverse scattering series (ISS) methods for removing 
free-surface and internal multiples can be viewed as repre-
senting the next step in the evolution of “separation” and 
“wavefield-prediction” concepts and methodology. The ISS 
methods are in some sense a direct response to the limita-
tions of the DELPHI free-surface and interface approach, 
with (1) a more complete free-surface removal, in terms of 
amplitude and phase at all offsets, and (2) an internal multi-
ple-removal method that did not require any subsurface in-
formation whatsoever. There are “wavefield-prediction” and 
“separation” ingredients in the ISS free-surface and internal 
multiple-removal methods. For free-surface multiple remov-
al, the free-surface properties are assumed to be known, and a 
subseries of the inverse scattering series “separates” deghosted 
data with free-surface multiples from deghosted data without 

free-surface multiples. The ISS free-surface multiple separa-
tion is realized by the actual location and physical proper-
ties that free-surface multiples have experienced at the free 
surface, distinguishing themselves from data/events that have 
not shared that free-surface experience. For internal mul-
tiples the inverse scattering series takes on another attitude. 
The forward series allows the construction of primaries and 
internal multiples through a description entirely in terms of 
water speed and, through the reverse, the seismic processing 
or inverse scattering series,  in turn, allows for the removal 
of internal multiples, and the depth imaging and inversion 
of primaries directly in terms of water speed. For internal 
multiple removal there is no downward continuation into the 
Earth, no interface identification and removal. The “separa-
tion” between primaries and internal multiples in the forward 
or data creation scattering series and inverse or data process-
ing, inverse scattering series, is carried out by understanding 
how primaries and internal multiples differ in their forward 
construction, in terms of a water speed picture/construction, 
and then how to separate the removal of internal multiples 
from the imaging and inversion of primaries, also directly 
and only in terms of data and water speed. In contrast to the 
DELPHI internal multiple interface method, the ISS inter-
nal multiple-removal method never requires, determines or 
estimates the actual subsurface medium properties and inter-
faces the internal multiple experiences. The inverse scattering 
series multiple-removal methods are flexible, allowing (1) the 
separation to be in terms of distinguishing by whether or not 
the event has a certain well-located and well-defined experi-
ence in its history, where the actual medium properties are 
available and reliable, as occurs with the free surface and in 
ISS free-surface multiple-removal algorithm, and (2) without 
knowing or needing to determine anything about the actual 
separating experience for ISS internal multiple removal. The 
ISS separation of the imaging and inversion of primaries from 
the removal of internal multiples thus avoids all of the con-
ceptual and practical limitations of the DELPHI free-surface 
and interface approach, and ultimately accounts for its cur-
rent position as stand-alone for addressing the most difficult 

Figure 3. Data without a free surface (top) and with a free surface 
(bottom).
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and daunting marine and land internal multiple challenges. 
The two classic multiple-removal categories separation, 

and wavefield prediction, have evolved and merged into the 
maximally flexible, accommodating and effective inverse scat-
tering series multiple-removal methods: prediction and sepa-
ration of events either with or without needing, knowing or 
determining the location and physical properties of the expe-
rience (e.g., a free surface or subsurface reflector, respectively) 
that separates events into two categories—events that have,  
and events that have not, experienced in their history a shal-
lowest downward reflection at a specific reflector, and with-
out the need for any subsurface information, event picking or 
interpreter intervention. The ISS allows all internal multiples 
to be predicted and separated from all reflectors, at all depths, 
at once, without knowing, needing, or determining anything 
about those reflectors. The inverse scattering series multiple-
removal methods have incorporated the strengths of earlier 
separation and wavefield-prediction concepts and thinking, 
while avoiding the practical limitations, drawbacks and weak-
nesses of earlier and competing approaches.

Before discussing, classifying, and comparing methods for 
removing multiples, it will be useful to introduce and briefly 
discuss two important background topics/subjects that will 
enhance and facilitate understanding the sometimes counter-
intuitive ideas we will be describing and attempting to con-
vey.

Modeling and inversion are two entirely different  
enterprises
In this paper, we adopt an inclusive definition of inversion 
that includes any method that determines subsurface prop-
erties from measured surface data, or any intermediate task 
(e.g. multiple removal or depth imaging) toward that goal. 
Inversion methods can be direct or indirect, and these ap-
proaches are not in any practical or theoretical sense the same 
or equivalent. Modeling run backward, or model matching 
or iterative linear inverse model matching, or any form of 
indirect inversion, or solving a direct forward problem in an 
inverse sense, are not equivalent to direct inversion. Nor is 
any intermediate seismic processing objective, within a direct 
inversion algorithm, equivalent to solving for that same goal 
in some model-matching or indirect manner. That statement 
is true independent of: (1) the capability and speed of your 
computer, (2) the nature of the objective function, and (3) 
the local or global search engine. The only exception to that 
rule is when the direct inverse task is linear (e.g., when the 
goal is depth imaging and you know the velocity field, the di-
rect inverse for depth migration is linear, and then modeling 
run backward is direct depth imaging). If the direct inverse 
is nonlinear in either the entire data set or a single event, 
then modeling run backward is not the equivalent of a direct 
inverse solution. There is widespread confusion on this fun-
damental and central point within math, physics, and geo-
physics “inversion” circles with significant and harmful con-
ceptual and practical real-world consequence. See Weglein 
et al. (2009) for full detail and examples. And it is worth 
noting at this point that the inverse scattering series is the 

only direct inverse for a multidimensional acoustic, elastic, 
or inelastic heterogeneous Earth.

Prediction and subtraction: The plan to strengthen the 
prediction, and reduce the burden, dependence and mis-
chief of the subtraction
Multiple removal is often described as a two-step procedure: 
prediction and subtraction. The subtraction step is meant to 
try to compensate for any algorithmic compromises, or real 
world conditions, outside the physical framework behind the 
prediction. In multiple-removal applications, the subtraction 
step frequently takes the form of energy-minimizing adap-
tive subtraction. The idea is that a section of data (or some 
temporally local portion of data) without multiples has less 
energy than the data with multiples. One often hears that 
the problem with multiple attenuation is not the prediction 
but the subtraction. In fact, the real problem is excessive reli-
ance on the adaptive subtraction to solve too many problems, 
with an energy-minimizing criteria that can be invalid or fail 
with proximal or overlapping events. The breakdown of the 
energy-minimization adaptive subtraction criteria itself can 
occur precisely when the underlying physics behind, e.g., 
high-end inverse scattering series multiple prediction (that 
it is intended to serve) will have its greatest strength and will 
undermine rather than enhance the prediction.

The essence of ISS: An important prototype example
We will demonstrate some of these ideas (using a 1D plane-
wave normal incidence case) for the inverse scattering free-
surface multiple elimination method. There are other ways to 
derive the free-surface multiple-removal algorithm (e.g. Ware 
and Aki, 1968; Fokkema and van den Berg, 1990), but the 
ISS is unique in its message that all processing goals (e.g., 
internal multiple removal, depth imaging, nonlinear direct 
target identification, and Q-compensation without Q) can 
each be achieved in the same manner that the ISS removes 
free-surface multiples, i.e., directly without subsurface in-
formation. Hence, this analysis below carries much broader 
consequences beyond the immediate goal of the ISS remov-
ing free-surface multiples.

Figure 3 describes a situation in which a unit-amplitude 
downgoing wave leaves a source in the water column. The 
upper figure assumes that there is no free surface. R(�) de-
notes the single temporal frequency of the upgoing recorded 
field. The lower figure corresponds to the same situation with 
the addition of the free surface. R

f
(�) is the single tempo-

Figure 4. The forward problem. Constructing free-surface multiples 
[i.e., from R(�) to R

f
(�)].
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ral frequency of the upgoing portion of the recorded data. 
R(�) contains all primaries and internal multiples. R

f
(�), on 

the other hand, is the upgoing portion of the total measured 
wavefield and consists of primaries, internal multiples, and 
free-surface multiples. The downgoing source wavefield and 
the upgoing receiver wavefield would be realized in practice 
by source and receiver deghosting. Source and receiver de-
ghosting is a critically important step to assure subsequent 
amplitude and phase fidelity of the ISS free-surface multiple-
removal methods, whose derivation follows below. 

Forward construction of data with free-surface mul-
tiples, Rf(�) in terms of data without free-surface mul-
tiples, R(�)
The downgoing source wavefield of unit amplitude first im-
pinges on the Earth and R(�) emerges (consisting of all pri-
maries and internal multiples). R(�) hits the free surface and 
−R(�) is the resulting downgoing wave (because the reflec-
tion coefficient is −1 for the pressure field at the free surface). 
This downgoing field, −R(�), in turn enters the Earth as a 
“wavelet”, and −R2(�) emerges, and this repeats in the man-
ner shown in Figure 4.

The total upgoing wavefield in the presence of a free sur-
face, R

f
(�), is expressed in terms of the total upgoing wave-

field in the absence of the free surface, R(�):

              (1)

                         (2)

Several points are worth noting about this result.
The inverse series for removing free-surface multiples cor-

responding to the forward series (Equation 1) that constructs 
free-surface multiples is found by rearranging Equation 2 
into R = R

f 
/(1−R

f 
) and then expressing R as the infinite series

                      (3)

This expression is, indeed, the 1D normal-incidence version 
of the inverse scattering free-surface multiple-attenuation al-
gorithm (Carvalho, 1992; Weglein et al., 1997). Notice that 
neither the forward (construction) series for R

f 
in terms of 

R nor the removal (elimination) series for R in terms of R
f  

depend on knowing anything about the medium below the 
receivers.

The ISS free-surface removal series derivation and algo-
rithm (Equation 3) does not care about the Earth model type 
and is completely unchanged if the Earth is considered to be 
acoustic, elastic, or anelastic. That property is called “model 
type independence,” (see Weglein et al., 2003).

The derivation of these series (Equations 1 and 3) was 
based on the difference in the physical circumstances that 
gives rise to the events we are trying to isolate and separate: 
free-surface multiples and the (−1) reflection coefficient at the 
free surface (the physical circumstance).

Both the construction and elimination process assume a 
wavelet deconvolution in the forward problem. The wavelet, 

S(�), plays a role in the forward problem:

                    

and in the inverse

    

where the meaning of the quantity R
f
 is S(�) times R

f
 in 

Equations 1 and 2. Hence, for free-surface multiple removal, 
there is a critical need for the wavelet because the effective-
ness of the series has a nonlinear dependence on 1/S(�).

Free-surface demultiple algorithm: Instructive analytic 
examples
We present an analytic 1D normal incidence example (Fig-
ure 5) to illustrate the inner workings of the ISS free-surface 
multiple-removal algorithm.
The reflection data in the time domain are expressed as

       
        

where R
1
 and R

2 
are the amplitudes of the two primaries in 

this two reflector example. In the frequency domain,

and

             

Hence �� � � � ��
� � � precisely eliminates all free-surface 

multiples that have experienced one downward reflection at 
the free surface. The absence of low frequency (and in fact all 
other frequencies) plays absolutely no role in this prediction. 
This is a nonlinear direct inverse that removes free-surface 
multiples. There is no imaginable way that one frequency of 
data could be used to model and subtract one frequency of 
free-surface multiples. A single frequency of data cannot even 
locate the water bottom. This is an example of how a direct 
nonlinear inverse does not correspond to a forward problem 
run backward. Furthermore, model matching and subtract-
ing multiples are inconceivable without knowing or caring 
about the Earth model type for the modeling step. This illus-
trates how model matching, iteratively or otherwise, model-
ing run backward, and all forms of indirect inversion are not 
equivalent to a direct inverse solution.

Recovering an invisible primary
Consider a free-surface example (Figure 6) with the follow-
ing data, corresponding to two primaries and a free-surface 
multiple:

            (4)

Now assume for our example that

Downloaded 20 May 2012 to 129.7.52.64. Redistribution subject to SEG license or copyright; see Terms of Use at http://segdl.org/



870      The Leading Edge      August 2011

M u l t i p l e  a t t e n u a t i o n

al., 1997).
In the previous Equation 5, the quantity b

1
(k

g
, k

s
, z) 

corresponds to an uncollapsed migration (Weglein et al., 
1997) of an effective incident plane-wave data. The vertical 
wavenumbers for receiver and source, q

g
 and q

s 
are given by 

for i =(g,s); c
0 

is the constant 
reference velocity; z

s
 and z

g 
are source and receiver depths; 

and z
i
 (i = 1, ... ,3) represents pseudodepth. b

3IM
(k

g
, k

s
, �) is 

a portion of a term in the ISS that performs prediction of all 
first-order internal multiples at all depths at once.

For a 1D Earth and a normal-incidence plane wave, 
Equation 5 reduces to

 (6)

For the example shown in Figure 6 with two primaries:

              

We transform the data into pseudodepth:

           

where  and . The integral in Equation 6 
produces

                  

and in the time domain:

       

The actual internal multiple is

                      .

Hence, Equations 5 and 6 predict the precise time and 
approximate amplitude of the internal multiple (i.e., it’s an 
attenuator). There is a closed form subseries of the ISS that 
eliminates that multiple (Ramirez and Weglein, 2005).

Examples of 2D ISS free-surface and internal multiple 
removal with marine data
Figure 7 shows an example of the inverse scattering series 
internal-multiple-attenuation algorithm applied to a 2D 
synthetic data set. The data were computed using an Earth 
model characterized by rapid lateral variations (Figure 7a). 
In Figure 7, from left to right, the three panels show the 
input data, the predicted internal multiples, and the result of 
inverse scattering internal multiple attenuation, respectively.

Figures 8a and 8b illustrate the free-surface and internal 
multiple-attenuation algorithms applied to a data set from 

the Gulf of Mexico over a complex 
salt body. Seismic imaging beneath 
salt is a challenging problem due to 
the complexity of the resultant wave-
field. In Figure 8a, the left panel is a 

                                

                                

Then from Equation 4,

                      

The second primary and the free-surface multiple cancel, and

                           

                    

            

  

resulting in the two primaries by recovering the primary not 
“seen” in the original data.

The ISS free-surface multiple-removal algorithm, with 
deghosted and wavelet deconvolved data, can predict and 
subtract the hidden multiple and recover the hidden primary. 
If these obliquity factor deghosting and wavelet ingredients 
are compromised in the prediction, the amplitude and phase 
will be incorrect and the invisible primary will not be recov-
ered. Furthermore, when the multiple is removed in the in-
visible reflector example, the energy goes up, not down, and 
the adaptive subtraction energy-minimization criterion fails 
and cannot “fix” the problem caused by missing obliquity 
factors, wavelet removal, and deghosting. The lesson: Don’t 
compromise on prediction strengths and assume the subtrac-
tion (adaptive) will atone for any shortcomings. The ISS FS 
multiple prediction has no trouble recovering the hidden pri-
mary. Zhang (2007) demonstrates with a prestack example 
that with deghosted data the ISS free-surface algorithm pre-
cisely predicts the FS multiple without the need for adaptive 
subtraction. For these same examples and in general, the feed-
back loop free-surface multiple-attenuation algorithm, with 
its lack of an obliquity factor and retaining the source-side 
ghost, will not accurately predict the amplitude and phase of 
free-surface multiples.

ISS internal multiple-attenuation algorithm
The ISS internal-multiple-attenuation algorithm in 2D starts 
with the input data, , that is deghosted, wavelet 
deconvolved, and with free-surface multiples removed. The 
parameters, k

g
, k

s
, and �, represent the Fourier conjugates 

to receiver, source, and time, respectively. The ISS internal-
multiple-attenuation algorithm for first-order internal mul-
tiple prediction in a 2D Earth is (Araújo, 1994; Weglein et 

(5)
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stacked section of the input data and the right panel shows 
the result of the inverse scattering free-surface multiple-re-
moval algorithm. Figure 8b illustrates the internal-multiple-
attenuation method applied to the same Gulf of Mexico data 
set. An internal multiple that has reverberated between the 
top of the salt body and the water bottom (and interferes with 
the base salt primary) is well attenuated through this method.

ISS internal multiple application for land
Fu et al. (2010), along with Terenghi et al. and Luo et al., 
(in this special section) describe the motivation, evaluation, 
and comparison of different approaches to removing inter-
nal multiples on complex synthetic and onshore data. Fu et 
al. concluded that “Their (ISS internal multiple algorithm) 
performance was demonstrated with complex synthetic and 
challenging land field data sets with encouraging results, 
where other internal multiple suppression methods were un-
able to demonstrate similar effectiveness.”

While the ISS internal multiple attenuator was un-
matched in capability, in comparison with other internal 
multiple methods tested, an examination of the results shows 
that there are open issues yet to be addressed. A more com-
plete understanding of the action of the ISS first-order inter-
nal multiple attenuator (Equation 5) when the input consists 
of all the events in the recorded data, and the anticipated 

need for further inclusion of ISS internal multiple-removal 
capability in our algorithm are our response to those issues, 
and are currently underway. 

The Delft group, led by Berkhout, at some point several 
years ago took note and acknowledged the ISS internal mul-
tiple approach and then formulated several new and innova-
tive DELPHI approaches that drew upon certain (but not all) 
aspects and properties of the ISS internal multiple algorithm. 
The differences between the latter DELPHI approaches and 
the ISS internal multiple method today remain significant 
and substantive. The comparisons to ISS internal multiple 
attenuation referred to in Fu et al. included the DELPHI ap-
proaches to internal multiple removal. The details behind the 
Fu et al. tests and results are described, explicated and further 
analyzed in Terenghi et al.

Discussion
We have described a “wish list” of qualities that the ideal 
response to multiple-removal challenges would satisfy, and 

Figure 6. A one-dimensional model with two interfaces.
Figure 7. (a) A 2D synthetic model characterized by gently curved 
reflectors intersected by a fault. (b) The left panel shows a common-
offset display from the synthetic data set created using the model. The 
middle panel shows the predicted internal multiples and the right 
panel is the result after subtracting the predicted multiples from the 
input data set. (From Matson et al., 1999, and Weglein et al., 2003)

Figure 5. An analytic 1D normal incidence example to illustrate the 
inner workings of the ISS free-surface multiple-removal algorithm.
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have shown that only the ISS multiple-removal methods are 
candidates toward reaching that high standard. All methods 
have strengths and shortcomings, and as we recognize the 
shortcomings of the current ISS attenuator, we also recognize 
that removing them resides within the ISS and that “upgrade” 
will never require subsurface information, picking events or 
any interpretive intervention or layer stripping. What all the 
ISS methods require is a reasonable source signature and de-
ghosting, and we are developing onshore Green’s theorem 
methods for that purpose (see Zhang and Weglein, 2005; 
Zhang and Weglein, 2006; and Mayhan et al., 2011). 

Adaptive energy-minimizing criteria are often employed 
in an attempt to bridge the conditions and limitations of the 
real world and the physics behind what our algorithms are as-
suming. When first introduced by Verschuur et al. (1992) and 
Carvalho and Weglein (1994), the need was clear and good 
benefit was derived, especially with isolated primaries and 
free-surface multiples of first-order. But, as with all assump-

tions, today’s reasonable and necessary assumption 
will invariably be tomorrow’s impediment to prog-
ress and increased effectiveness. And that’s the case 
with adaptive subtraction today, especially with 
land and complex marine internal multiples. We 
have advocated a three-pronged response to land 
and complex marine internal multiples: (1) seek-
ing further capability for amplitude fidelity for all 
orders of internal multiples, including converted-
wave internal multiples, (2) satisfying prerequisites 
for the source signature and radiation pattern, and 
(3) look for a new “bridge” to replace the energy-
minimization adaptive criteria, a bridge consistent 
with the underlying physics rather than running 
at cross purposes with the greatest strength of the 
ISS prediction. For marine multiple removal, a 
key impediment for shallower-water exploration is 
the inability to extrapolate to near-source precriti-
cal angle traces when the nearest receiver is in the 
postcritical region. That can shut down free-surface 
multiple removal and can impede interpretation 
and drilling decisions. All methods for extrapola-
tion—including f-k, Radon, interferometry (i.e., 
Green’s theorem), and migrate demigrate data 
reconstruction—fail to provide that post- to pre-
critical curve-jumping capability. One possibility 
with some ray of hope and optimism is to invert 
the postcritical data with model matching (Sen et 
al., 2001). That global search procedure and test, 
although positive and encouraging, was already 
pushing compute and algorithm capability with 
an initial 1D elastic test and application. Further 
attention and progress on this open issue is war-
ranted and could pay significant dividends. Our 
plan is to progress each of these issues as a strategy 
to extend the current encouraging results and al-
low ISS multiple removal to reach its potential: to 
surgically remove all multiples without damaging 
primaries under simple or complex, daunting land 

and marine circumstances. 

Summary
The strategy that we advocate is a tool-box approach, where 
the appropriate multiple-removal method is chosen, based on 
the given data set and the processing goal. The relative use of 
different methods within the tool box has shifted over time 
as exploration portfolios have focused on more remote, com-
plex and difficult marine and land plays. That industry trend 
and need drives our orientation and continued interest in 
multiple removal. Its objectives are: (1) fidelity of both ampli-
tude and phase prediction to allow surgical multiple removal 
of all multiples without damaging primaries; (2) including 
all relevant multiples in the algorithms; (3) using appropriate 
orders of multiple-removal terms from ISS multiple-removal 
subseries) in the prediction; (4) strengthen the prediction and 
reduce the burden on the adaptive subtraction, and (5) de-
velop a replacement to the energy-minimization criteria that 

Figure 8. (a) The left panel is a stack of a field data set from the Gulf of Mexico. 
The right panel is the  result of ISS free-surface multiple removal. (b) The ISS 
internal multiple-attenuation method applied to the same data set after free-
surface multiple removal. Data courtesy of WesternGeco. (From Matson et al., 
1999, and Weglein et al., 2003)
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will align with rather than impede the method it is meant to 
serve. The ISS methods for removing free-surface and inter-
nal multiples are an essential and uniquely qualified ingredi-
ent/component in this strategy. When other priorities (like 
cost) might reasonably override the interest in (1) amplitude 
and phase fidelity, (2) inclusion of all internal multiples, and/
or when the generators of the relevant internal multiples can 
be reliably identified, then the DELPHI methods can be the 
appropriate and indicated choice. 

The potential cost of drilling dry holes always has to be 
taken into account. The industry move to 3D acquisition and 
processing was not put forth to save money on acquisition 
and processing—it saved money by drilling fewer expensive 
dry holes. One exploratory well in the deepwater Gulf of 
Mexico can cost US $200 million—and we can significantly 
increase data acquisition investment and processing expendi-
ture by the cost saving of avoiding dry holes and improving 
the exploration drilling success rate. Distinguishing between 
a multiple and a gas sand is a “drill no-drill” decision.

In summary, multiple-removal prediction methods have 
progressed and there is much to celebrate. The capability and 
potential that resides within the ISS for attenuating multiples 
has already shown differential added value. However, the 
trend to more complex and challenging marine and onshore 
plays demands inclusiveness of all troublesome multiples in 
the removal, along with: (1) stronger and more competent 
prediction, with amplitude and phase fidelity at all offsets, 
and (2) the development of fundamentally new concepts and 
criteria for subtraction, that align with rather than undermine 
the strengths of high-end prediction. There will always be a 
need for a subtraction step, attempting to deal with issues 
beyond the framework of the prediction, and there will al-
ways be those types of “beyond the framework” issues. We 
need a more sophisticated and capable subtraction criteria. 
The adaptive subtraction concept has been enormously use-
ful, with a strong record of contribution but it is now too 
blunt an instrument for the more complicated and complex 
challenges. In the interim, the strategy is to build the strength 
of the prediction and to reduce the burden on the adaptive 
subtraction. The ISS is also the source of an effective response 
to outstanding open issues on amplitude and all orders of 
internal multiples which have moved from the back burner 
to center stage. The key to that strategy builds predictive 
strength from a direct inverse machinery, and wave-theory-
deterministic Green’s theorem prerequisite satisfaction, while 
seeking near-term reduction of the burden on the energy-
minimization adaptive subtraction, and ultimately to replace 
the latter with an entirely consistent, comprehensive and 
more effective prediction and subtraction of multiples. The 
ISS multiple prediction, and the Green’s theorem prerequisite 
satisfaction for the data wavelet and deghosting, are aligned 
and consistent. A subtraction on that same footing would 
provide an overall comprehensive and consistent methodolo-
gy and a step improvement in multiple-removal capability. In 
this paper, we want to communicate our support and encour-
agement for that necessary future development and delivery.

The progress and success represented by advances in mul-

tiple-attenuation methods has given hope to heretofore ar-
eas that were previously “off-limits” and “no-go zones.” That, 
in turn, has allowed our industry to imagine that yet more 
difficult exploration areas and targets could be accessible. In 
summary, that is the encouraging and positive response to the 
question “multiples or multiple removal; who is winning?”
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ABSTRACT  

When interpreting seismic images or suppressing multiples in seismic data, it is important to 

identify which reflectors the multiples, especially the internal multiples, originated from. In this 

paper, we present a method to relate all seismic arrivals, including primaries and multiples, to 

their originating reflectors. The method makes use of the reflectivity forward modeling method 

to isolate reflectors and determines the contribution of an individual reflector to arrivals in a 

seismic trace. Repeating this process for all reflectors produces a reflector spectrum, which 

shows quantitatively the relative contribution of each reflector to all arrivals in a trace.  Then we 

modify the reflector spectrum to relate seismic arrivals only to their shallowest reflectors. We 

apply the reflector spectrum and the modified reflector spectrum for a velocity model 

constructed from a field sonic log. Our study provides an indication of the minimum number of 

reflectors responsible for multiples, and demonstrates that internal multiples originate from many 

reflectors distributed throughout the model, rather than from a few major ones. 

 

INTRODUCTION 

When interpreting seismic data, we often make synthetic traces generated from 1D velocity 

models derived from sonic logs. This trace is useful for interpreters to associate seismic events 

with well information, and to distinguish primaries from multiples. It will be helpful that we 



 

2 
 

relate seismic arrivals in these traces to their reflectors. Building the relations between seismic 

arrivals and corresponding reflectors will help us to develop multiple reduction methods.  

Others (Foster and Yin, 1995; Resnick, et al., 1986) have proposed methods to determine 

how seismic reflections are generated and propagate in finely laminated thin layers. One method 

for identifying reflectors that generate internal multiples follows a trial and error approach. The 

method first sets impedance contrasts to zero at selected depths in a velocity model, and then the 

resulting wavefield is observed. If certain internal multiples disappear after an impedance 

contrast is removed, then it is concluded that the removed impedance contrast generated the 

multiples. The disadvantage of this method is that altering the velocity model affects not only the 

impedance contrasts of reflectors, but also the traveltimes of seismic waves. 

In this paper, we propose a method, referred as to reflector spectrum, for analyzing individual 

reflectors and the arrivals they generate, without changing the velocity model. This reflector 

spectrum method allows us to quantify the contribution of a single reflector to all arrivals in a 

seismic trace, or conversely, to identify all contributing reflectors for a single arrival. 

 

METHOD 

The reflector spectrum method is built based on the reflectivity forward modeling algorithm 

(Kennett, 2003).  For a given velocity function )( izv , where iz  is the depth of the thi  reflector 

and i  is the layer index taking value from 1 to N, the reflection and transmission coefficients due 

to velocity contrasts of two adjacent layers )( izv  and )( 1izv  are given by 
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where )( id zr  and )( id zt are reflection and transmission coefficients for incident downgoing 

waves, respectively, )( iu zr and )( iu zt  are the corresponding coefficients for incident upgoing 

waves, and i  is taking value from 1 to N-1. The density is ignored for simplifying the symbols in 

description, even though it plays a role in the coefficient. Besides defining the reflectivity 

coefficients, the velocity )( izv  also determines the traveltimes for waves traveling in between 

interfaces.   

Since the reflectivity method separates the roles of reflectivity and traveltimes (see details in 

Appendix A), it allows us to change a single reflection coefficient while keeping the remaining 

coefficients as well as the velocity )( izv , hence, the traveltime,  unchanged. As a result, we can 

simply set one of the reflection coefficients to zero without changing the velocity function itself.  

In this way, the effect of the corresponding reflector is isolated.   

Figure 1 shows a simple example to illustrate this concept.  The velocity function is shown in 

Figure 1a, and the calculated reflection coefficients are shown in Figure 1b. Using the velocity, 

reflectivity, and a wavelet, we compute the synthetic trace shown in Figure 1c. Zeroing the 

reflection coefficient corresponding to the first interface (setting 0)()( 11  zrzr ud  while 

keeping everything else unchanged) shown in Figure 1d produces a new trace (Figure 1e). The 

subtraction of this new trace from the original trace (Figure 1a) generates the difference trace 

shown in Figure 1f. The events seen in the difference trace originate from the reflector located at 

the first interface, and include the primary reflection at top of the layer (at 400 ms) and all related 

internal multiples, although only the first order internal multiple (at 1000 ms) is shown here.  
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Similarly, we can dim the reflection coefficient at the bottom of the layer, then the second 

primary and the associated internal multiples (including the same one at 1000 ms as in Figure 1c) 

will become disappeared. Note that the very same multiples can be erased by muting either the 

top (at 400 m) or bottom reflector (at 1000 m), and this is because we removed or dimmed both  

reflection coefficients ( )( id zr  and )( iu zr ) simultaneously for an interface in this example. If only 

one type of coefficient, e.g., )( 1zru , is muted, this internal multiple will disappear only once by 

dimming the top reflector. We will show, in the section of shallow-reflector spectrum, that such 

surgical muting is useful for simplifying the relationships between multiples and their generators.    

Figure 1 showed that muting reflection coefficients of an interface produces a difference 

trace, which contains reflections originated from this muted reflector.  Next, by individually 

zeroing reflection coefficients for interfaces 1 to 1N , we obtain 1N  difference traces. These 

1N  traces can be displayed in an image, named a reflector spectrum.  In summary, the reflector 

spectrum is achieved by the following steps: 

1) Compute the original synthetic trace )(tTrall  where no reflection coefficient is set to 

zero;   

2) For the thi  reflector at depth iz  (beginning with 1i ), set the reflection coefficients 

0)()(  iuid zrzr , to obtain a new synthetic trace )(tTri ; 

3) Subtract )(tTri  from )(tTrall  to obtain a difference trace )()(),( tTrtTrztTr iallidiff  , 

which contains all the seismic arrivals that have experienced at least one reflection at 

the thi  reflector (at depth iz ); 

4) Repeat (2) and (3) for each reflector i  taking values 12  Ni  to get a group of 

difference traces ),( idiff ztTr , which constitutes the reflector spectrum.   
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Figure 2 illustrates an example of the reflector spectrum, in which each column is a 

difference trace after setting each interface reflection coefficient, in turn, to zero. The leftmost 

panel in the figure shows the full synthetic trace )(tTrall  including all reflection coefficients. For 

simplicity, only primary reflections are modeled in the reflector spectrum in Figure 2, so this 

spectrum shows where the primaries are generated. This method for identifying reflectors 

corresponding to primary reflections can also be used to identify those for other types of 

reflections such as surface-related multiples or internal multiples. Note that since primaries 

reflect only once and each primary reflection is only associated with one reflector, summing the 

reflector spectrum in Figure 2 over the horizontal axis will produce the synthetic trace shown on 

the left in the figure. 

Just as a velocity spectrum relates seismic events to velocities—that are the best fits of the 

moveout of these events, the reflector spectrum allows us to easily relate arrivals in a seismic 

trace to their corresponding reflectors. For any event in the reflector spectrum, the vertical 

coordinate indicates the arrival time of the reflection, while the horizontal coordinate indicates 

the depth of the corresponding reflector. Values in the reflector spectrum have units of seismic 

amplitude, and the color at a point ),( zt  in the spectrum represents the seismic amplitude 

contributed by the reflector at depth z  to the seismic arrival at time t . Thus, a horizontal trace in 

a reflector spectrum at time t  (a common time trace) identifies contributions of all reflectors to 

the arrival at time t  in the full seismic trace, while a vertical trace in a reflector spectrum at 

depth z  (a common depth trace) shows all seismic arrivals generated by the reflector at that 

depth. Therefore, muting a single reflector will mute the entire vertical trace in the reflector 

spectrum. As we will show later, muting the single reflector at the free surface will remove all 
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surface-related multiples,  and that is what have been done by the well-known SRME 

technology.    

In a first glance of Figure 2, we might think that the reflector spectrum looks like a display of 

VSP data which also has the two coordinates of time and depth. However, they are very 

different.  Each traces at depth z  in VSP is a record of the wave field at that depth, however, as 

we mentioned before, a vertical trace in a reflector spectrum at depth z  shows all seismic 

arrivals generated by the reflector at that depth.  For example, if Figure 2 were showing VSP 

data, we would have seen many events traceable from the generating depth all the way to the 

surface, so along with the first arrival, many “V” shape patterns (with 90-degree anti clock wise 

rotation) would have been observed. In a display of VSP data the reflected waves can be 

recorded and shown at all locations shallower than the depths where they are reflected; in 

contrast, in the reflector spectrum they are only shown at the depths where they are reflected.   

The reflector spectrum can be viewed as a well-known mathematical operator—the Fréchet 

derivative, i.e., the derivative of the calculated trace with respect to each individual reflection 

coefficient. Further investigation of this property could lead to an inversion scheme for primary 

reflections only, for example. 

 

REFLECTOR SPECTRUM 

In the following examples, a more complex velocity function derived from a sonic log is used 

to compute seismic waves. The reflectivity algorithm uses a same set of parameters in all 

examples: sample interval in time dt =0.004 s, number of samples in time nt =500, sample 

interval in space dz =5 m, number of samples in space nz =200, peak frequency of Ricker 

wavelet pf =20 Hz.    
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Figure 3a and Figure 3b show the reflector spectrums for primaries only and internal 

multiples only, respectively. Figure 4 shows two common depth traces extracted from Figures 3a 

and 3b at the locations indicated by the blue arrows. From Figure 4, we see that the reflector at 

depth 400 m generates one primary reflection (Figure 4a) and many internal multiples (Figure 

4b).   

Similarly, Figure 5 shows two common time traces extracted from Figures 3a and 3b at the 

locations indicated by the red arrows. Not surprisingly, we see that the primary reflections at 

time 800 ms originate from reflectors confined to a small region in depth (primaries generated at 

these reflectors interfere with each other due to the effect of wavelet), while the internal 

multiples at 800 ms originate from many reflectors over a wide range of depths ranging from 

shallow to deep.  

Figure 4 shows that the arrival time of the first arrival of multiple reflections (Figure 4b) is 

nearly the same as that of primary reflections (4a).  This similarity can be explained with refence 

to Figure 6, where we can see three primaries (S1-Z2-Z1-R1, S2-Z1-R1, and S2-Z1-Z3-R2) and one 

internal multiple (S1-Z2-Z1-Z3-R2), and all these reflections have nearly the same traveltime if the 

three reflectors are close to each other.  Note that all the symbols of S1, S2, R1 and R2 are actually 

representing the same spatial point in the 1D case. From Figure 5 we know that that the primaries 

(near 900 m in Figure 5a) and the internal multiples (near 900 m in Figure 5b) will be mixed in a 

synthetic trace consisting of all kinds of reflections. These phenomena indicate the fact that a 

classical primary reflection (which is considered to be the result of a process in which a 

downgoing wave travels to a reflector, reflects once and returns to the surface) is associated with 

a set of multiple reflections. Therefore, in a thin layer model, the observed ‘primary’ is often the 
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result of interference between a classical primary reflection and multiple reflections (O'doherty 

and Anstey, 1971; Foster and Yin, 1995).  

The traces in Figure 5, along with the reflector spectrum in Figure 3b, suggest that an internal 

multiple is related to many reflectors. This is to be expected, since an internal multiple involves 

at least two, often three, reflectors. For example, in Figure 6, muting any one of the three 

reflectors the first order internal multiple will disappear, so this first order internal multiple is 

related to all of the three reflectors. Although the reflector spectrum relates an internal multiple 

to all contributing reflectors, which is the physical truth, the fact that each multiple can appear 

numerous times may be undesirable for multiple elimination techniques, and summing the 

reflector spectrum over the horizontal axis will not produce the original synthetic trace shown on 

the left. For this reason, we propose to modify the reflector spectrum so that each multiple 

appears only once. 

 

SHALLOW-REFLECTOR SPECTRUM  

Here we introduce the shallow-reflector spectrum, which is a modified reflector spectrum 

that provides a simplified view of how multiples are generated. In a shallow-reflector spectrum, 

multiples are related only to the shallowest corresponding reflectors. For example, in Figure 6, 

the first-order internal multiple will be only related to the reflector at depth 1z . This is typical in 

land seismic datasets (Luo et al., 2011; Kelamis et al., 2008). As a result, each multiple will 

appear only once in this spectrum, unlike the reflector spectrum for internal multiples shown, for 

example, in Figure 3b, where each multiple can appear more than once. The shallow-reflector 

spectrum can be obtained by the following steps:  



Reflector Spectrum 

9 
 

1) Compute the original synthetic trace )(tTrall  
where no reflection coefficient is set to 

zero;   

2) For the thi reflector at depth iz  (beginning with 1i ),  set the reflection coefficients 

for the incident upgoign waves 0)( ku zr  for every k  satisfying ik 1 , to obtain a 

new synthetic trace )(tTri ; 

3) Subtract )(iTri  from )(tTrall  to obtain a difference trace )()(),( tTrtTrztTr iallidiff  ; 

4) Repeat (2) and (3) for each reflector i  taking  value 12  Ni , to obtain a set of 

difference traces ),( idiff ztTr . The resulting trace ),( idiff ztTr  contains all the multiples 

that have experienced at least one downward reflection, which turns upgoing waves 

into downgoing,  at or above the thi  reflector; 

5) For 12  Ni , calculate ),(),(),( 1 idiffidiffishallow ztTrztTrztTr , to obtain a 

shallow-reflector trace which contains all multiples that have experienced at least one 

reflection at the thi  reflector.  For this trace, no reflection occurs above the thi  

reflector, i.e., the thi  reflector is the shallowest reflector. For � = 1, we have 

),(),( 11 ztTrztTr diffshallow   according to the definition of shallow-reflector trace. The 

group of shallow-reflector traces ),( ishallow ztTr  constitutes the so-called shallow-

reflector spectrum.  

Figures 7a and 7b show the reflector spectrum and shallow-reflector spectrum for surface-

related multiples only, respectively. Figure 7a reveals the true physics and indicates where all 

surface-related multiples originated. In comparison, Figure 7b indicates only the shallowest 

reflector for each surface-related multiple. 
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Figure 7b suggests that all surface-related multiples can be eliminated if the influence of the 

surface reflector can be somehow removed. In fact, others (Verschuur and Berkhout, 1997; 

Weglein et al., 1997; Moore and Dragoset, 2008) have developed methods to do exactly this. The 

success of these surface–related multiple elimination techniques is perhaps due in part to the 

simplicity of the shallow–reflector spectrum for surface–related multiples (e.g., Figure 7b), 

which indicates that all surface–related multiples can be removed simply by removing the 

surface reflector. 

Figure 8 shows the shallow-reflector spectrum for internal multiples only. It is worth to 

remind that the corresponding reflector spectrum have been shown in Figure 3b. Figure 9 

illustrates the contributions from reflectors at all depths to the internal multiple at 800 ms in the 

shallow-reflector spectrum. Note that because each internal multiple appears only once in a 

shallow-reflector spectrum, we can conclude from Figures 8 and 9 that the internal multiples 

originate from many reflectors. Not surprisingly, we cannot hope to eliminate all internal 

multiples by simply removing a single reflector, as was the case for surface-related multiples.  

Perhaps the most attractive feature of the shallow-reflector spectrum is that summation of, for 

example, the spectrum shown in Figure 8 over horizontal axis will produce the full synthetic 

trace )(tTrall  shown in the left panel in the figure. This property could prove useful when 

developing internal multiple elimination techniques. 

Using the shallow-reflector spectrum, our study demonstrates that internal multiples originate 

from many reflectors distributed throughout a model, rather than a few major reflectors. The 

shallow-reflector spectrum provides an indication of the minimum number of reflectors 

responsible for multiples, or, in other words, the minimum number of reflectors we have to 

remove in order to eliminate the multiples. For surface-related multiples, the shallow-reflector 



Reflector Spectrum 

11 
 

spectrum confirms that only one reflector, i.e., the free surface, is responsible for the multiples, 

and so we can eliminate all surface-related multiples by removing the free surface. For internal 

multiples, however, the shallow-reflector spectrum shows that many reflectors are responsible 

for the multiples. Thus, we cannot eliminate all internal multiples by removing any single 

reflector or even a few of the strongest reflectors. 

 

CONCLUSIONS 

We have presented a new method for generating a reflector spectrum, which relates seismic 

arrivals or events to the reflectors from which they originated. We have also proposed a shallow-

reflector spectrum, which relates seismic arrivals only to the shallowest corresponding reflector. 

Our study confirms that internal multiples originate from many reflectors. Thus, internal 

multiples cannot be eliminated by removing any single reflector or even a few major reflectors. 

The reflector spectrum can give new leverage to interpreters to relate seismic events to their 

generators, and developer to get insight into the fundamental physics of multiples generation.  
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APPENDIX A 

REFLECTION FROM A STACK OF UNIFORM LAYERS 

We follow the reflectivity method in Kennett (2003) to build up the combined reflection 

response of an N-layer velocity model to normal incident downgoing waves. Figure A-1shows 
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the N-layer velocity model )( izv , where iz  is the depth of the thi  reflector and i  is the layer 

index taking value from 1 to N,  

 

Figure A-1: An illustration of an N-layer velocity model  
 

The reflection coefficient at depth 
1Nz  is given  

                                                  
)()( 11 


  NdND zrzR

                                                                                 
(A-1) 

where )( 1Nd zr  is given by equation 1 in the text. The minus superscript in 
1Nz  

indicates the 

depth just above 1Nz ; and )( 1

ND zR  is the amplitude of the reflected waves at depth 

1Nz  
for a 

downgoing wave with unit amplitude incident at depth 
1Nz . The reflectivity )( 1


ND zR  can be 

extrapolated upwards, 
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Here, the plus superscript in 
2Nz  indicates the depth just below 2Nz , and the phase terms 

depend on the frequency and velocity, 
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The reflectivity at depth 
2Nz  

has not included the effect of the interface at 2Nz  yet.   After 

incorporating this interface at 2Nz , the reflectivity becomes:    

      
)()]()(1)[()()()( 2

1
222222 








  NuNDNuNDNdNdND ztzRzrzRztzrzR

   
                   (A-4) 

The equations of A-2 A-3 and A-4 work together to recursively construct, starting from 

bottom, the reflection response for multi-layer velocity model.  Finally, a synthetic seismic trace 

is produced by inverse Furious transform of the products of the reflection response and wavelet 

spectrum. Note that the term in the square bracket in equation A-4, 1
22 )]()(1[ 

 NDNu zRzr , 

represents the cumulative effect of a sequence of internal reverberations; that means all primaries 

and internal multiples are included in the modeling. A Tyler expansion of this term will give 

separate terms for primary reflections, first and higher orders of multiples.       
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Figure Captions 

Figure 1: A synthetic example showing (a) the velocity function, (b) reflection coefficients, (c) 

synthetic trace computed from (b) and (a), (d) zeroing of the reflection coefficient of the first 

interface, (e) synthetic trace computed from (d) and (a), and (f) difference between (c) and (e). 

Figure 2: Reflector spectrum for primaries only. The top panel shows the velocity function, 

while the left panel shows the trace containing all primary reflections. A common depth trace in 

the spectrum shows seismic reflections originated from the depth where the trace is located.  

Figure 3: Reflector spectrums for primaries only (a) and internal multiples only (b). The top 

panel shows the velocity function, while the left panel shows the trace containing all reflections. 

Any common depth trace at depth z in these spectrums contains all seismic waves reflected at 

that depth. 

Figure 4: Primaries (a) and internal multiples (b) originating from the reflector at depth 400 m. 

These two traces are extracted from Figures 3a and 3b, respectively, and they include the waves 

reflected at the interface at depth 400m.  

Figure 5: The contributions from all reflectors at all depths to the primaries (a) and internal 

multiples (b) at time 800 ms. The two traces are extracted from the reflection spectrums shown 

in Figures 3a and 3b, respectively, and they show the contributors to the seismic arrival at time 

800 ms.  

Figure 6: An illustration of three primaries and a first order internal multiple. The three 

primaries are S1-Z2-Z1-R1, S2-Z1-R1, and S2-Z1-Z3-R2, the multiple is S1-Z2-Z1-Z3-R2.  All four 

reflections will be mixed together as an observed effective primary if the reflectors Z1, Z2 and Z3 

are close enough. Note, S1, S2, R1 and R2 are the same point for a 1D model.   
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Figure 7:  (a) Reflector spectrum for surface-related multiples only, which indicates that not 

only the free surface, but also many deeper reflectors, contribute to the surface-related multiples. 

(b) Shallow-reflectorspectrum for surface-related multiples only, where all surface-related 

multiple can be attributed to the surface, and all surface-related multiples can be eliminated by 

removing the free surface reflector. 

Figure 8: Shallow-reflector spectrum for internal multiples only. Internal multiples cannot be 

attributed to a single (i.e., the shallowest) reflector, as was the case for the surface-related 

multiples shown in Figure 7b. 

Figure 9: The contributions from reflectors at all depths to the internal multiple at time 800 ms 

in the Shallow-reflector spectrum in Figure 8.  
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Figure 1: A synthetic example showing (a) the velocity function, (b) reflection coefficients, (c) synthetic 

trace computed from (b) and (a), (d) zeroing of the reflection coefficient of the first interface, (e) synthetic 

trace computed from (d) and (a), and (f) difference between (c) and (e). 

 

 (a)                      (b)            (c)            (d)            (e)             (f) 
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Figure 2: Reflector spectrum for primaries only. The top panel shows the velocity function, while the left 

panel shows the trace containing all primary reflections. A common depth trace in the spectrum shows 

seismic reflections originated from the depth where the trace is located.  

 

 

 



Reflector Spectrum 

19 
 

 

 

Figure 3: Reflector spectrums for primaries only (a) and internal multiples only (b). The top panel shows 

the velocity function, while the left panel shows the trace containing all reflections. Any common depth 

trace at depth z in these spectrums contains all seismic waves reflected at that depth.  

 

(b) 

(a) 
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Figure 4: Primaries (a) and internal multiples (b) originating from the reflector at depth 400 m. These two 

traces are extracted from Figures 3a and 3b, respectively, and they include the waves reflected at the 

interface at depth 400m.  

 

 

 

               (a)                                      (b)            
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Figure 5: The contributions from all reflectors at all depths to the primaries (a) and internal multiples (b) 

at time 800 ms. The two traces are extracted from the reflection spectrums shown in Figures 3a and 3b, 

respectively, and they show the contributors to the seismic arrival at time 800 ms.  
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Figure 6: An illustration of three primaries and a first order internal multiple. The three primaries are S1-

Z2-Z1-R1, S2-Z1-R1, and S2-Z1-Z3-R2, the multiple is S1-Z2-Z1-Z3-R2.  All four reflections will be mixed 

together as an observed effective primary if the reflectors Z1, Z2 and Z3 are close enough. Note, S1, S2, R1 

and R2 are the same point for a 1D model.   

 

 

 

 

 

 

 

 

 

 



Reflector Spectrum 

23 
 

 

Figure 7:  (a) Reflector spectrum for surface-related multiples only, which indicates that not only the free 

surface, but also many deeper reflectors, contribute to the surface-related multiples. (b) Shallow-reflector 

spectrum for surface-related multiples only, where all surface-related multiple can be attributed to the 

surface,  and all surface-related multiples can be eliminated by removing the free surface reflector. 

(a) 

(b) 
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Figure 8: Shallow-reflector spectrum for internal multiples only. Internal multiples cannot be attributed 

to a single (i.e., the shallowest) reflector, as was the case for the surface-related multiples shown in Figure 

7b. 
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Figure 9: The contributions from reflectors at all depths to the internal multiple at time 800 ms in the 

Shallow-reflector spectrum in Figure 8.  
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ABSTRACT  

This paper demonstrates that the kinematics or arrival times of some internal multiples in a 

finely laminated thin-layer velocity model can be predicted by a completely data-driven method, 

the inverse scattering series (ISS) method. The ISS method is used because it assumes that each 

and every sample in the input data represents a reflector; this assumption is consistent with the 

correct physical mechanism for the generation of internal multiples found in our previous work 

by using the reflector spectrum method. We found that only a portion of the entire internal 

multiples can be predicted: the portion whose traveltime is at least a period of time longer than 

that of the relevant primaries. The non-predicted ones are so close to the primaries that they can 

be treated as a part of the “effective primaries”. We also recognized that even though the first-

order internal multiples are the main components of all internal multiples, higher orders must be 

taken into account to make the modeled/true and predicted multiples match each other. The 

velocity model used in this study is constructed from a real sonic logging, so our study suggests 

that the ISS method could be useful for internal-multiple reduction of field seismic data.   

 

INTRODUCTION 

Multiple elimination, especially internal-multiple elimination, is a long-standing problem in 

exploration reflection seismology. This challenge is even more essential for land seismic data 

processing due to the fact that strong internal multiples are often generated at near surface zones 
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(Kelamis et al., 2006). It has been well known, from countless sonic well logging, that the 

subsurface media are composed of many finely laminated thin layers, and each layer has seismic 

velocity (or impedance) different from its neighboring layers. Not many published papers have 

studied how the internal multiples are formed in thin layers, and how these internal multiples can 

be predicted from data. Luo and Liang (2012) presented a new method (named as the reflector 

spectrum) that illustrates where internal multiples are generated. In this paper, we study whether 

and what internal multiples in the thin-layer velocity model could be predicted, and show how 

they can be predicted. In our study, the thin-layer velocity model is constructed from a field 

sonic log, so this study could provide useful information for practical applications.   

Many different approaches have been developed for internal-multiple elimination and have 

demonstrated applicability for synthetic and field data sets (Weglein et al., 1997; Verschuur and 

Berkhout, 2001; Kelamis et al., 2006; Luo et al., 2007). Among them, the ISS method is an 

internal-multiple-attenuation algorithm that does not require any subsurface information or user-

provided a priori knowledge (Luo et al., 2011; Weglein et al., 2011). The ISS method can predict 

internal multiples generated at all depths at once. Most importantly, this method assumes each 

sample in seismic data associating a reflector, and interfering stacking of seismic waves from all 

these reflectors yields the observed internal multiples. This hypothesis was recently confirmed in 

our previous work (Luo and Liang, 2012) by using a newly developed method – the reflector 

spectrum method. With these in mind, we employ the ISS method for internal-multiple 

prediction in this paper.  

In this paper, we will (1) introduce the reflectivity method for modeling 1D synthetic traces, 

(2) describe the ISS internal-multiple algorithm, (3) discuss prediction of first-order internal 
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multiples using the ISS method, (4) exemplify prediction of full internal multiples, and (5) 

discuss our results and summarize our conclusions.  

 

MODELING METHOD 

We follow the reflectivity method (Kennett, 2003) to build the reflection response for a stack 

of uniform layers. For a given velocity function )( izv , where iz  is the depth of the thi  reflector 

and i  is the layer index taking its value from 1 to N, the reflection and transmission coefficients 

resulting from velocity contrasts of two adjacent layers )( izv  and )( 1izv  are given by 
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where )( id zr  and )( id zt are reflection and transmission coefficients for incident downgoing 

waves, respectively, )( iu zr and )( iu zt  are the corresponding coefficients for incident upgoing 

waves, and i  is taking its value from 1 to N-1. The density is ignored for simplifying the symbols 

in our description, even though it plays a role in the coefficient.  

We take the model in Figure 1 as a simple example, in which a uniform layer is bounded by 

interfaces at 1z  and 2z . The reflection and transmission coefficients for the two interfaces are 

)( id zr , )( id zt ,
 

)( iu zr  and )( iu zt  ( i=1, 2). The reflection coefficient just above 2z  is equal to the 

interface coefficient and is given by 



4 
 

                                                                  ),()( 22 zrzR dD                                                            (5) 

where the minus superscript in 
2z  indicates the depth above 2z  for a infinite small distance,  and 

)( 2
zRD is the amplitude of the reflected upgoing wave at depth 

2z  
for a downgoing wave with 

unit amplitude incident at depth 
2z . The reflectivity )( 2

zRD  can be extrapolated upward to the 

depth just below the top interface  

                                                             ,)()( 21 UdDD EzREzR                                                       (6) 

where the plus superscript in 
1z  indicates the depth below 1z for an infinite small distance, and 

)( 1
zRD  represents the reflectivity at depth 

1z , which does not include the effect of the interface 

at 1z  yet. The phase terms in transmission through the uniform layer, UE  and DE , depend on the 

frequency and velocity  

                                                       .)(/)( 212 zvzzi
DU eEE                                                       (7) 

Consider a normal incident downgoing wave with unit amplitude impinging on the interface 

1z , as shown in Figure 1. There will be a reflection from the interface at 1z  with amplitude )( 1zrd , 

accompanied by a transmission into the uniform layer with amplitude )( 1ztd . The transmitted 

wave will reach the interface at 2z  
with a phase shift DE  and then will be reflected back into the 

layer with amplitude  )()( 21 zrEzt dDd . The reflected upgoing wave will reach the interface at 1z  

with a further phase shift UE . There is again a transmission and a reflection at the interface 1z . 

The whole propagation process contains a sequence of transmissions and internal reflections. 

Thus, as is shown in Figure 1, the amplitude of the cumulative upgoing waves just above the 

interface at 1z  is 
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where )( 1
zRD  represents the total reflectivity at depth 

1z , which includes the effect of interfaces 

at 1z  and 2z and transmission through the uniform layer.  

With the aid of equations 5 and 6, we can rewrite equation 8 as  

).(])()()()()()(1)[()()(

)()()()()()()(

)()()()()()()()()()(

1111111111

1111111

1111111111

ztzRzrzRzrzRzrzRztzr

ztzRzrzRzrzRzt

ztzRzrzRztztzRztzrzR

uDuDuDuDdd

uDuDuDd

uDuDduDddD

















                (9) 

Note that the terms within the square brackets in equation 9 represent the cumulative effect 

of a sequence of internal reverberations and can be rewritten as 

                    .)]()(1[])()()()()()(1[ 1
11111111

  zRzrzRzrzRzrzRzr DuDuDuDu                       (10) 

With the aid of equation 10 we can rewrite equation 9 as  

                                   ).()]()(1)[()()()( 1
1

111111 ztzRzrzRztzrzR uDuDddD
                                      (11) 

Equations 6, 7, and 11 together can be extended to recursively construct, starting from the 

bottom, the reflection response for a multi-layer velocity model. Finally, a synthetic seismic trace 

can be produced by an inverse Fourier transform of the products of the reflection response and 

the wavelet spectrum. Note that the term in the square brackets in equation 11,

1
11 )]()(1[  zRzr Du , includes a full set of internal reflections. Therefore, all primary and multiple 

reflections can be modeled using the cascaded construction scheme of equations 6 and 7 

followed by equation 11. The Tyler expansion of this term, in equation 9, gives separate terms 

for primary reflections, and for first and higher orders of internal reflections. By purposefully 

selecting the terms in the Tyler expansion, we have developed modeling methods for primaries 

only and internal multiples only (including first-order, second-order, and total internal multiples). 
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The modeled internal multiples will be compared with the predicted multiples in the later 

sections.          

 

PREDICTION METHOD 

The inverse scattering series (ISS) internal-multiple-attenuation method is a data-driven 

algorithm (Araújo et al., 1994; Weglein et al., 1997). It does not require any subsurface 

information about the medium where the internal multiples propagate, and predicts the exact 

traveltime and approximated amplitude of internal multiples. The algorithm predicts internal 

multiples for all depths at once.  

 The ISS internal-multiple-attenuation algorithm starts with the deghosted data D  with all 

free-surface multiples eliminated. The second term in the algorithm in a 2D earth is given by 

Araújo et al. (1994) and Weglein et al. (1997) (equation 37); for a 1D earth and a normal incident 

wave the equation reduces to (Weglein et al., 2003) 

                   

1
31 2

2
3 1 1 1 2 1 2 3 1 3( ) ( ) ( ) ( )

z ikzikz ikz

z
b k dz e b z dz b z e dz e b z





  


  
                                          (12) 

where the deghosted data, ( )D t , for an incident plane wave, satisfies 1( ) ( )D b k  , 

1 1( ) ( )ikzb z e b k dk





  , 02 /k c  is the vertical wavenumber, and 0c  is the reference velocity;   

1( )b z
 
corresponds to an uncollapsed FK migration of effective incident plane-wave data; iz

( 3,2,1i ) represents three pseudo-depths;   is a positive quantity and it is chosen to be the 

width of the source wavelet. 

The parameter  ensures that the three pseudo-depths satisfy 2 1z z   and 2 3z z ; this allows 

the ‘lower-higher-lower’ combination of subevents to construct first-order internal multiples as 

shown in Figure 2. The output of equation 12 is transformed back to the space-time domain. 
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When subtracting the estimated internal multiples from the input data, all first-order internal 

multiples are suppressed and all higher-order internal multiples are altered.  

 

 PREDICTION OF FIRST-ORDER INTERNAL MULTIPLE  

In this section we will evaluate the performance of the ISS method by compared with that of 

the predicted and modeled first-order internal multiples. Because the ISS internal-multiple 

algorithm requires three integrals of the data (see equation 12), the predicted internal multiples 

contains three convolved source wavelets. Therefore, we artificially include three wavelets in the 

modeling process when we compare the predicted internal multiples with the modeling result. In 

other cases where only modeling results are shown, only one source wavelet is included in the 

forward modeling.      

The reflectivity method discussed earlier is employed to model the synthetic traces for a 

complex velocity model. The velocity model is derived from a sonic log and is shown in Figure 

3. The same set of parameters is used by the reflectivity algorithm in all the following examples: 

sample interval in time dt =0.004 s, number of samples in time nt =500, sample interval in space 

dz =5 m, number of samples in spacenz =200, and peak frequency of Ricker wavelet pf =20 Hz.    

Figure 4 shows the comparison of the first-order internal multiples modeled by the 

reflectivity method (red) and those predicted by the ISS method (blue). In this example, the 

modeled result contains all first-order internal multiples and the ISS method takes the primaries-

only trace as input. From the result, it appears as though that the ISS method failed to predict the 

first-order internal multiples. However, note that the velocity model studied here (Figure 3) is 

composed of many thin layers (200 layers, each 5 m thick), and the velocity tends to alternate 

between high values and low values which implies the cyclic polarity change of the interface 
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reflectivity (i.e., the sign change of the reflection coefficient). For such a medium, the behavior 

and the significance of the very-short-delay multiple reflections shown in Figure 5 have been 

studied by Anstey (1960) and O'Doherty and Anstey (1971). It is concluded that such very-short-

delay multiple reflections are indistinguishable from the primary reflections and should be 

treated as part of “effective primaries” (Trorey, 1962). This also suggests to us that in such a 

thin-layer model an observed “primary” consists of a classical primary reflection, which 

reflected only once, and a set of associated multiple reflections (Foster and Yin, 1995; Resnick et 

al., 1986).  

On the basis of the above discussion, we modify the reflectivity modeling method by 

introducing a parameter  into the modeling process. The parameter   defines a time window 

and the forward modeling of internal multiples with the parameter   excludes the multiple 

reflections within a short time interval (a period of source wavelet) after the primary reflections, 

i.e., it excludes the very-short-delay multiple reflections. Trorey (1962) presented another 

approach to choosing the appropriate group of multiples to add in with the primaries and also 

pointed out that the choice was largely a matter of experience.    

Figure 6 shows the comparison between the modeled primary reflections (blue) and the 

modeled primary plus the very-short-delay first-order multiple reflections (red). It shows that the 

very-short-delay first-order multiple reflections reinforce the primary reflections and it also 

confirms that these multiple reflections should be considered as part of effective primaries.  

Using the forwarding modeling method with parameter , the modeled first-order internal 

multiples with the very short-delay ones excluded are shown in red in Figure 7, whereas the first-

order internal multiples predicted by the ISS method are again shown in blue in Figure 7 (and are 

the same as the blue in Figure 4). From this figure we can see that the two results match fairly 
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well. By taking the primaries-only trace as input, the ISS internal-multiple method can predict 

the first-order internal multiples whose travel times are distinguishable from primary reflections.  

 

PREDICTION OF FULL INTERNAL MULTIPLES 

In this section, we consider the modeling and prediction of full internal multiples (including 

the first-order and higher-order internal multiples). We first study the effect of higher-order 

internal multiples from the point of view of forward modeling.  Figure 8 shows the total internal 

multiples (blue in 8a and 8b), first-order internal multiples (red in 8a), and first-order plus 

second-order internal multiples (green in 8b), all of which are generated by the reflectivity 

modeling method.  The first-order internal multiples (red in 8a) match the total internal multiples 

(blue) well, prior to time 1000 ms; adding the second-order internal multiples to the first-order 

internal multiples improves their match with the total internal multiples before time 1400 ms. 

After a longer time (after 1400 ms) there is still a mismatch between the total internal multiples 

and the first-order plus second-order internal multiples. The above results imply that higher-

order internal multiples are nonnegligible if the longer time period is our interest.  

In the previous section we confirmed that the distinguishable first-order internal multiples 

can be predicted by the ISS method which takes the primaries-only trace as input. However, 

there is no primaries-only trace in practice. One of our goals is to study whether the ISS method 

can still predict internal multiples by taking the full trace (including all primary and multiple 

reflections) as input.   

We employ the reflectivity modeling method with parameter   to generate the 

distinguishable total internal multiples, which are shown in red in Figure 9. The total internal 

multiples predicted by the ISS method are shown in blue in Figure 9, where the ISS method takes 
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the full trace as input. The close match between the predicted internal multiples and the modeled 

ones shown in Figure 9 indicates that the distinguishable total internal multiples can be predicted 

by the ISS method by taking the full trace as input. The predicted multiples successfully match 

the model ones because ISS can predict the nth-order multiples from those with one order lower, 

existing in the full trace.     

 

CONCLUSIONS 

In this paper, we apply the inverse scattering series theory to predict internal multiples in thin 

layers. The prediction results are compared with the internal multiples modeled by the 

reflectivity method. We found that not all the internal multiples can be predicted by the ISS 

method. Further investigation indicates that the non-predicted internal multiples are 

indistinguishable from the primary reflections, and they could be treated as part of effective 

primaries. Taking the effective primaries as the desirable signals, the rest of the internal 

multiples become distinguishable from primaries and can be predicted by the ISS internal-

multiple-attenuation algorithm.   
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Figure Captions 

Figure 1: An illustration of a sequence of transmission and reflection processes for a uniform 

layer.  

Figure 2: An internal multiple (S1-z1-z2-z3-R2) constructed by three subevents (S1-z1-z2-R1, S2-

z2-R1, S2-z2-z3-R2). 

Figure 3: A velocity model derived from a sonic log.  

Figure 4: The first-order internal multiples modeled by the reflectivity method (red) and those 

predicted by the ISS method (blue). The modeled result includes all first-order internal multiples, 

and the ISS internal-multiple-prediction method takes only primaries as input.     .      

Figure 5: An illustration of three very-short-delay multiple reflections (A, B, and C) and a 

primary reflection (D) for thin layers.   

Figure 6: The modeled primary reflections (blue) and the modeled primary plus the very-short-

delay first-order multiple reflections (red).   

Figure 7: The first-order internal multiples generated by the reflectivity modeling method with 

the parameter   (red) and those predicted by the ISS method (blue). The modeled first-order 

internal multiples exclude the very-short-delay multiples shown in Figure 4, and the ISS internal-

multiple prediction result is the same as that in Figure 3.      

Figure 8: The total internal multiples (blue in (a) and (b)), first-order internal multiples (red in 

(a)), and first-order plus second-order internal multiples (green in (b)), all of which are generated 

by the reflectivity modeling method.     

Figure 9: The total internal multiples generated by the reflectivity modeling method with   

(red) and those predicted by the ISS method (blue). The reflectivity modeling method with   
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excludes the very-short-delay multiples, and the ISS internal-multiple-prediction method takes 

the full trace (including all primary and multiple reflections) as input.      
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Figure 1: An illustration of a sequence of transmission and reflection processes for a uniform layer.  
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Figure 2: An internal multiple (S1-z1-z2-z3-R2) constructed by three subevents (S1-z1-z2-R1, S2-z2-R1, S2-

z2-z3-R2). 
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Figure 3: A velocity model derived from a sonic log.  
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Figure 4: The first-order internal multiples modeled by the reflectivity method (red) and those predicted 
by the ISS method (blue). The modeled result includes all first-order internal multiples, and the ISS 
internal-multiple-prediction method takes only primaries as input.      
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Figure 5: An illustration of three very-short-delay multiple reflections (A, B, and C) and a primary 
reflection (D) for thin layers.   
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Figure 6: The modeled primary reflections (blue) and the modeled primary plus the very-short-delay 
first-order multiple reflections (red).   

 

 

 

 

 

 

 

 

 



























































First application of Green’s theorem derived source and receiver deghosting on deep
water Gulf of Mexico synthetic (SEAM) and field data

James D. Mayhan∗, Arthur B. Weglein∗, and Paolo Terenghi∗, M-OSRP/Physics Dept./University of Houston∗

Summary

We report the first use of Green’s theorem derived source
and receiver deghosting on deep water Gulf of Mexico
synthetic (SEAM) and field data. Green’s theorem
derived deghosting has several qualities which separate it
from previous deghosting methods: (1) it accommodates
a multi-dimensional earth, (2) it doesn’t require a Fourier
transform over space coordinates, (3) it works in every
depth of water, (4) it allows for any shape of measurement
surface (e.g., a corrugated water bottom), and (5) it is
consistent with wave theory processing methods. The
context of Green’s theorem deghosting is placed within
a single consistent Green’s theorem preprocessing and
inverse scattering series (ISS) processing chain. Green’s
theorem derived deghosting theory is presented, and an
algorithm implementing the theory is discussed. The
algorithm has been tested on field data and several kinds
of synthetic data with positive and encouraging results.

Introduction

Deghosting is a long standing problem (see, e.g., Robinson
and Treitel, 2008) and is important because (1) removing
the downward component of the recorded field (receiver
deghosting) enhances seismic resolution with removal
of notches and boosts low frequencies, and (2) it is a
prerequisite for many processing algorithms including
multiple elimination (ISS free surface multiples and
internal multiples and SRME) and model matching
‘FWI’ that benefits from enhanced low frequency data.
Hence, deghosting has benefit for both traditional seismic
processing as well as playing an important role in all ISS
based processing.

Green’s theorem derived deghosting (Weglein et al.,
2002; Zhang and Weglein, 2005, 2006; Zhang, 2007) has
characteristics not shared by previous methods and is
consistent with ISS wave theory methods that don’t
require subsurface information (Weglein et al., 2003).
In Mayhan et al. (2011), we reported the first use of
Green’s theorem derived receiver deghosting on deep
water Gulf of Mexico synthetic and field data. In this
Expanded Abstract we report the first application of
Green’s theorem derived source and receiver deghosting
on the same data.

While the ISS is independent of subsurface velocity (and
in fact of all subsurface properties), it makes certain
assumptions about its input data. Weglein et al. (2003)
describe how every ISS isolated task subseries requires (1)
the removal of the reference wavefield, (2) an estimate of
the source signature and radiation pattern, and (3) source

and receiver deghosting and how the ISS has a nonlinear
dependence on these preprocessing steps. The fact that
the ISS is nonlinear places a higher bar on preprocessing
requirements. An error in the input to a linear process
creates a linear error in its output, but the same error
in ISS input creates a combination of linear, quadratic,
cubic, etc. errors in its output.

The freedom of choosing a convenient reference medium
means Green’s theorem offers a flexible framework for
deriving a number of useful algorithms. Methods
that can be derived from Green’s theorem include:
wavefield separation (reference and scattered), wavelet
estimation, ghost removal, and one way and two way
wavefield continuation (RTM). Green’s theorem methods
are multidimensional, work in the (ω, r) data space (and
hence, are simple to apply to irregularly spaced data),
fully consistent with ISS wave equation processing, and
make no assumptions about the earth. Therefore, Green’s
theorem preprocessing methods and ISS isolated task
subseries processing are fully consistent. The delivery of
the former always benefits the latter.

A brief aside on our terminology. The total wavefield
P consists of the reference wavefield P0 (which for
a homogeneous reference medium doesn’t experience
the earth) and the scattered wavefield Ps (which does
experience the earth). Ghosts begin their propagation
moving upward from the source (source ghosts) or end
their propagation moving downward to the receiver
(receiver ghosts) or both (source/receiver ghosts) and
have at least one upward reflection from the earth.
Primaries and multiples are defined after the reference
wavefield and source and receiver ghosts are removed.
Primaries have only one upward reflection from the
earth. Multiples have more than one upward reflection
from the earth. Free surface multiples have at least
one downward reflection from the free surface (air-water
interface). Internal multiples have all their downward
reflections below the free surface.

Theory—Receiver deghosting

Green’s theorem derived deghosting establishes an
integral relationship between the total wavefield P excited
by a source located at rs and its ghost free version P ′.
The relationship is valid within a region of space V (which
must include rs) bounded by a closed surface S (Figure 1).
For convenience, the region is chosen such that its lower
boundary coincides with the measurement surface defined
by the location of the active receivers.

To facilitate solving the problem at hand, a whole space
of water is selected as a reference medium (where the
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Fig. 1: Configuration for deghosting using Green’s
theorem (Zhang, 2007, Fig. 2.10). αair and αearth are
perturbations, the differences between the actual medium
(air, water, earth) and reference medium (water).

Green’s function is known analytically). A perturbation
operator, α, is introduced to characterize the difference
between earth and reference properties. For this choice
of reference medium, the perturbation may be seen as a
quantity describing the capability of the earth to cause
scattering (reflections, transmissions, diffractions, etc.)
of the reference wave produced by the physical source
located in the water column. For our choice of reference
medium, the scattering potential is non-zero at and
above the free surface and at and below the sea bottom.
Therefore, scattering contributions to the wavefield P are
expected, which may be interpreted as the product of
secondary sources located in the reference medium.

If Gd
0 is the Green’s function for the reference medium,

it can be shown (Weglein and Secrest, 1990) that the
integral equation

P ′
R(r′g, rs, ω) =

∫

m.s.

dS n̂· (1)

[P (r, rs, ω)∇G+
0 (r, r′g, ω)−G+

0 (r, r′g, ω)∇P (r, rs, ω)]

(Weglein et al., 2002, equation 5) identifies the
contribution to P recorded inside V caused by sources
located outside V . Here r′g is the prediction point and
r is the measurement point. If the region V is chosen
to include water and air, as shown in Figure 1, the
only sources are passive scattering sources at and below
the water bottom. Hence, evaluating equation 1 with
r in V (above the measurement surface and below the
free-surface) provides the portion, P ′, of P traveling
upwards from the subsurface to the receivers.

The implementation of the above theory is done in a
straightforward manner. The Green’s theorem algorithm
computes the surface integral in equation 1. The
method requires two wavefields as input, the pressure
measurements P and their normal derivatives ∂P/∂z′.
The latter requires dual sensor cables or dual streamer
cables.

Theory—Source deghosting

The last section has shown how Green’s theorem can

be applied to select the portion of the seismic wavefield
that is up-going at a field position above the cable. The
algorithm uses data from a single shot gather and the
receiver coordinate as the integration variable. This
section shows how the theory can be similarly applied
for source deghosting, where the portion of the wavefield
that is down-going at the source is sought. An application
of reciprocity to the entire set of shot records allows the
original receiver ghost removal to become a source ghost
removal. Then a second application of Green’s theorem
over receivers results in source and receiver deghosted
data. The direct Greens theorem based method for
completely removing source and receiver ghosts requires
a collection of single shot experiments where P and
dP/dzg are recorded on the measurement surface (in
2D along a towed streamer). The procedure of receiver
deghosting produces the up-going wavefield at r. If r
is chosen shallower than the source (rs), applying the
source-receiver reciprocity principle (i.e., swapping the
source and receiver x, y, z coordinates) brings the problem
back to the same setup as in receiver deghosting, where
the total wavefield and its derivative are known on the
receiver side and the up-going portion is sought. The
analogous integral is

P ′
SR(r′g, r

′
s, ω) =

∫

sources

dS n̂· (2)

[P ′
R(r′g, r, ω)∇G+

0 (r, r′s, ω)−G+
0 (r, r′s, ω)∇P ′

R(r′g, r, ω)].

The source and receiver deghosting steps described below
essentially follow the method described and exemplified
in Zhang, 2007, pp. 33-39. The one difference is that for
each shot we input dual measurements of P and dP/dzg
along the towed streamer whereas in J. Zhang the source
wavelet and P along the cable are used. The advantage
of having the wavefield P and its normal derivative
along the towed streamer is to allow deghosting for an
arbitrary source distribution without needing to know or
to determine the source.

In practice the algorithm in equation 1 is reused via the
following steps: (1) Receiver deghosting is performed in
the common shot gather (CSG) domain. The Green’s
theorem algorithm removes down going waves at the
receivers, i.e., receiver ghosts and source-receiver ghosts.
(2) Source deghosting is performed in the common
receiver gather (CRG) domain. We sort the receiver
deghosted data from CSGs to CRGs and swap the
coordinates of the sources and receivers. The Green’s
theorem algorithm again removes down going waves at the
receivers. Source deghosting assumes reciprocity between
sources and receivers. Calculations and numerical tests
(Mayhan et al., 2012) support this conclusion. Additional
theory and complementary test results are reported in a
companion paper by Wang et al. (2012).

Example: Flat layer model

In Figure 2, the upper left panel is the input data from
a 1D layer model, designed so that deghosting is easy

Green’s theorem derived methods
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Fig. 2: Flat layer model (sources at 50m and 52m,
cables at 150m and 151m, water bottom at 300m): input
data at 151m (upper left), receiver deghosted at 20m
(upper right), source and receiver deghosted at 10m (lower
left). Frequency spectra (lower right): input data (blue),
receiver deghosted (red), source and receiver deghosted
(green). The receiver notches (at intervals of 5Hz) and
source notches (at intervals of 15Hz) have been filled in.

to demonstrate. The depth of the receivers is chosen
such that primaries and ghosts appear as distinct seismic
events. We compute the event times for the data in the
upper left panel of Figure 2, upper right panel, and lower
left panel. We see that: (1) The events in the upper left
panel of Figure 2 are (from the top) the direct wave Gd

0

and its free surface (FS) reflection GFS
0 , the water bottom

(WB) primary and its source ghost, the WB primary’s
receiver ghost and source/receiver ghost, the first free
surface multiple (FSM) and its source ghost, and the first
FSM’s receiver ghost and source/receiver ghost. (2) In the
upper right panel of Figure 2, all events are attenuated
except the WB primary and its source ghost and the first
FSM and its source ghost. (3) In the lower left panel
of Figure 2, all events are attenuated except the WB
primary and the first FSM. All source and receiver ghosts
are removed.

Example: SEAM application

We applied Green’s theorem to the SEAM dataset
generated based on a deepwater Gulf of Mexico earth
model (The SEG Advanced Modeling Corporation, 2011).
We used the special SEAM classic dataset modeled to
simulate dual sensor acquisition by recording the pressure
wavefield at two different depths, 15 and 17m respectively.
This dual sensor data consisted of nine sail lines for an

equivalent wide azimuth towed streamer survey. The
source interval is 150m by 150m while the receiver interval
is 30m in both inline and crossline directions. Given the
low frequency of the data (less than 30Hz) and the source
and receiver depths of 15m and 17m, the ghost reflections
overlap/interfere with non-ghost events in contrast to the
previous flat layer model where events and their ghosts
were well separated. In this SEAM data test, successful
deghosting would correspond to a change in the wavelet
shape. The result is shown in Figure 3. In the bottom
panel, a window of the first three panels, we see there is
no source notch to fill; the first source notch is at 44Hz
which lies above the source frequency range (1–30Hz).

Example: Field data

We also applied the deghosting approach to a field
survey from the deep water Gulf of Mexico. The data
were acquired using dual sensor streamers comprised of
hydrophones and vertical geophones. The top panel
in Figure 4 shows a zoom in of an input shot record,
the second panel displays the same traces after receiver
deghosting, and the third panel displays the same traces
after source and receiver deghosting. Note the collapsed
wavelet in the output images. In the bottom panel note
the gradual recovery of the shape of the wavelet: first
by receiver deghosting (middle trace) and then by both
source and receiver deghosting (right trace).

Conclusions

We have implemented Green’s theorem derived source
and receiver deghosting for the first time on deep water
Gulf of Mexico synthetic and field data. Testing to
date has shown the algorithm works with positive and
encouraging results. Green’s theorem derived deghosting
has several qualities which separate it from previous
deghosting methods. Green’s theorem preprocessing (e.g.,
source and receiver deghosting and wavefield separation)
and ISS processing (e.g., multiple removal and imaging)
are a consistent set of methods where the preprocessing
works in cooperation with the methods they are meant to
serve, do not require a Fourier transform over receivers,
and accommodate a not flat measurement surface. The
direct Greens theorem based method for completely
removing source and receiver ghosts requires a collection
of single shot experiments where P and dP/dzg are
recorded on the measurement surface (in 2D along a towed
streamer).
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Fig. 3: SEAM data, shot 131373: recorded data at
17m (top panel), receiver deghosted at 10m (second
panel), source and receiver deghosted at 10m (third
panel). Note the collapsed wavelets in the second and
third panels. Frequency spectra (bottom panel): red=P
at 17m, blue=receiver deghosted at 10m, green=source
and receiver deghosted at 10m. The first source notch
is at 44Hz which lies above the source frequency range
(1–30Hz). Note the shift of the spectrum towards lower
frequencies (which may be of interest to FWI).

Fig. 4: Field data: hydrophones at 22–25m (top panel),
receiver deghosted at 10.5m (second panel), source and
receiver deghosted at 8m (third panel). Note the collapsed
wavelets in the second and third panels. Closeup of trace
5 in each of the above panels (bottom panel). Note the
gradual recovery of the shape of the wavelet: by receiver
deghosting (middle trace) then by both source and receiver
deghosting (right trace). Input data courtesy of PGS.
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Green’s theorem derived deghosting: fundamental analysis, numerical test results, and impact on ISS
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SUMMARY

Ghosts distort the data spectrum and affect the results of many
seismic processing algorithms (e.g., multiple elimination, imag-
ing, and inversion). Green’s theorem derived deghosting is a
wave theoretic method defined in the frequency-space domain
with demonstrated capability, accuracy and flexibility. In this
abstract, we present an analytic example and numerical test
results of Green’s theorem derived receiver and source side
deghosting, and its impact on the inverse scattering series (ISS)
free-surface multiple elimination.

INTRODUCTION / BACKGROUND

In marine seismic exploration, a source ghost is an event start-
ing its propagation upward from the source, and a receiver
ghost ends its propagation moving downward at the receiver.
Ghosts have the same frequency content as their primaries and
usually arrive shortly after them. The interference of the pri-
maries and their ghosts reduces the low frequency content of
the data, lowers the resolution, produces notches in the spec-
trum, and sometimes generates multiple images of the subsur-
face. The effective removal of ghosts has been a long stand-
ing problem in exploration seismology (Schneider et al., 1964;
Amundsen et al., 1995).

The deghosting method derived from Green’s theorem (We-
glein et al., 2002; Zhang and Weglein, 2005, 2006; Zhang,
2007) is a wave theoretic algorithm defined in the frequency-
space domain and can easily accommodate cables of any shape
(e.g., slanted or ocean bottom). A complete Green’s theo-
rem derived deghosting procedure consists of two steps: re-
ceiver side deghosting in common shot domain and source
side deghosting in common receiver domain, performed in any
order. The receiver side deghosting method was first applied
to synthetic datasets in Zhang (2007) and then a field dataset
in Mayhan et al. (2011). In this Expanded Abstract, we first
provide a brief introduction to the algorithm and then present
an analytical example which provides a clear and transparent
understanding of the method. Finally, numerical test results
for deghosting and its impact on the ISS free-surface multiple
elimination algorithm are shown and analysed.

THEORY

The equation for Green’s theorem derived receiver side deghost-
ing is

P′R(r
′
g,rs,ω) =

Z
m.s.

[P(r,rs,ω)∇G+
0 (r,r

′
g,ω)

−G+
0 (r,r

′
g,ω)∇P(r,rs,ω)] · n̂dS (1)

(Weglein et al., 2002, Equation 5). For all wavefield quanti-
ties in this abstract, e.g., P(r1,r2,ω), the leftmost spatial loca-
tor r1 represents the receiver coordinate and the rightmost r2
the source coordinate. P(r,rs,ω) and ∇P(r,rs,ω) are the hy-
drophone measurement and its derivative, P′R(r

′
g,rs,ω) is the

receiver side deghosted wavefield, G+
0 (r,r

′
g,ω) is the causal

Green’s function of the reference medium (chosen as water),
and

R
m.s. dS is an integration over the measurement surface.

Note that the use of ∇P(r,rs,ω) · n̂ requires the availability of
the field and its normal derivative on the measurement surface,
which can be acquired from measurements using dual sen-
sor cable or over/under cables, or derivation using the source
wavelet and P on the measurement surface (Zhang, 2007, pp.
33-39). The former method allows deghosting for an arbitrary
source distribution without needing to know the source and is
the one we will use for the numerical tests in this abstract. The
expression does not contain an integration along the source co-
ordinates of the measured field. Hence, the Green’s theorem
receiver side deghosting only requires the data from a single
shot experiment and can be applied independently to each shot
gather.

Using arguments based on the reciprocity principle, a similar
algorithm can be derived to address source side deghosting

P′SR(r
′
g,r
′
s,ω) =

Z
sources

[P′R(r
′
g,r,ω)∇G+

0 (r,r
′
s,ω)

−G+
0 (r,r

′
s,ω)∇P′R(r

′
g,r,ω)] · n̂dS. (2)

Here
R

sources dS is an integration over the sources, P′R is the
receiver side deghosted data, and ∇P′R · n̂ is its normal deriva-
tive over the sources. Our numerical testing uses over/under
sources. However, this does not imply a need for two sources
because following Zhang (2007) the second source line can be
predicted using Green’s theorem.

Further details behind the theory can be found in the compan-
ion paper by Mayhan et al. (2012).

1D ANALYTIC EXAMPLE

A simple 1D normal incidence analytic example can provide
useful insights into the Green’s theorem derived deghosting
algorithm.

The causal whole space Green’s function in the reference medium
has the form

G0(z,z′g,ω) =
eik|z−z′g|

2ik
, (3)
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and

P(zg,zs,ω) = R

"
eik(2zwb−zg−zs)− eik(2zwb−zg+zs)

2ik

+
−eik(2zwb+zg−zs)+ eik(2zwb+zg+zs)

2ik

#
. (4)

represents the water-bottom reflected primary and its source,
receiver, and source and receiver ghosts respectively. Here
k = ω/c0 is the wave number, R is the water-bottom reflec-
tion coefficient, zg is the receiver depth, zs is the source depth,
zwb is the water-bottom depth, and we suppose the free surface
is at depth 0 and the sources and receivers are placed between
free surface and water bottom (0 < zs < zg < zwb).

Substitute the Green’s function G0 and the wavefield P into
Equation 1 to perform receiver side deghosting,

Pdeghosted
receiver (z′g,zs,ω)

= [P(z,zs,ω)
dG+

0 (z,z
′
g,ω)

dz
−G+

0 (z,z
′
g,ω)

dP(z,zs,ω)

dz
]|z=zg

= R

"
eik(2zwb−z′g−zs)− eik(2zwb−z′g+zs)

2ik

#
. (5)

Here we assume z′g < zg, which means the predicted cable is
shallower than the actual cable. The receiver side ghosts are
removed and only the primary and its source side ghost remain
in Equation 5. Further, we feed the receiver side deghosted
data into Equation 2 for source side deghosting,

Pdeghosted(z′g,z
′
s,ω)

= [Pdeghosted
receiver (z′g,z,ω)

dG+
0 (z,z

′
s,ω)

dz

−G+
0 (z,z

′
s,ω)

dPdeghosted
receiver (z′g,z,ω)

dz
]|z=zs

=
Reik(2zw−z′g−z′s)

2ik
. (6)

Again we assume z′s < zs (e.g., the predicted source is shal-
lower than the actual source). The result of equation 6 is the
water bottom reflected primary, without source, receiver, or
source and receiver ghosts.
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0 2000 4000 6000 8000 10000

0

500

1000

1500

2000

2500

De
pth

(m
)

RC

(b) Model two

Figure 1: Models for testing.
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Figure 2: Deghosting for model one.

NUMERICAL TESTING

The code used to compute the results in this abstract is the re-
ceiver side deghosting code written by J. Mayhan and released
in 2011 to the M-OSRP consortium. Changes were made to
accommodate both receiver and source side deghosting. As
mentioned above, we will use data with over/under sources
and over/under receiver cables.

The first tested case (Figure 1a) is a three layer model with
sources at 30m and 32m and receivers at 140m and 142m, such
that the ghosts are not overlapping either with the correspond-
ing primaries or among themselves. Figure 2b is the result after
receiver side deghosting and Figure 2c is source and receiver
side deghosting. Figures 2d, 2e, and 2f are the wiggle plots
of the zero-offset traces. We can see the ghosts are mainly
removed and the algorithm works with good accuracy.

The second tested case (Figure 1b) has 9 layers and is extracted
from a velocity model provided by TOTAL. In this case, we
choose the sources at 5m and 7m and receivers at 10m and
15m, so the events and their ghosts are overlapping. The data,
its receiver side deghosted result, and both source and receiver
side deghosted result are in Figures 3a, 3b, and 3c, respec-
tively. Figures 3d, 3e, and 3f represent the wiggle plots of
the zero-offset traces and Figures 3g, 3h and 3i are the spec-
trum plots of their wavelets. The notch at c0/(2d) = 1500/(2∗
12)hz = 62.5hz is removed after receiver side deghosting and
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Figure 3: Deghosting for model two.

both receiver side deghosting and source side deghosting re-
cover more low frequency information.

Results are positive and encouraging for both receiver side
deghosting and source side deghosting when the data with dual
sources and dual receiver cables are provided. Below we ex-
amine the consequences of two issues associated with the input
data:

1. One issue is that in common practice, the derivative of
the field (either through direct measurement or through
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Figure 4: Source deghosting using D f s = 0 for model two.

dual cables) may not be available, especially on the
source side. The industry trend has data with over/under
streamers available today, and sometimes over/under
sources, as well. However, Zhang (2007) uses Green’s
theorem to develop and exemplify a method that com-
pletely removes receiver and source ghosts with over/under
streamers/receivers or with a single streamer and a source
signature. The method does not require over/under sources.
Another method that can be applied is based on the no-
tion that the pressure field on the free surface D f s is
zero. This information can be used as another cable.
Figure 4 shows the result when this property is used
for model two. Comparing with the result using dual
sources (Figures 3), the source ghosts are satisfactarily
removed, although some high frequency information
has been damaged. For low-frequency, this could be
satisfactory.

2. Another issue is the sensitivity to how accurate the depth
of the cable is known due to a division if over/under ca-
bles are used. The Green’s theorem method is robust
to depth sensitivity (Zhang, 2007). Figure 5 compares
the results when different depth intervals are used for
receiver deghosting. The ghosts are well removed and
not visible after deghosting when the cable intervals
are 2 meters, 5 meters, or 10 meters. When the interval
gets to 20 meters, the ghosts are still largely attenuated
(comparing with Figures 2a and 2d).

IMPACT ON FREE-SURFACE MULTIPLE ELIMINATION

ISS free-surface multiple elimination method has the theoret-
ical capability of predicting the exact phase and amplitude of
multiples if its pre-requisites (source and receiver deghosting
in particular) are satisfied. Figure 6 shows the result of apply-
ing the deghosted data into ISS free-surface multiple elimina-
tion algorithm. The right half is generated by directly subtract-
ing the prediction from the input without any adaptive subtrac-
tion tool. We can see that all free-surface multiples are well
attenuated and primaries are not touched.
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Figure 5: Compare different intervals between cables.
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Figure 6: ISS free-surface multiple elimination using
deghosted data without adaptive subtraction for model two. (a)
and (b) are the input (deghosted) and the output of the free-
surface multiple elimination algorithm, respectively.

CONCLUSIONS

We tested Green’s theorem derived source and receiver side
deghosting algorithm using a 1D analytic example and two
different sets of multi-offset 1D-earth synthetics with different
source and receiver depth configurations. The complete source
and receiver Green’s theorem deghosting method (Zhang, 2007)
exemplified in this paper requires either (1) a collection of shot
records with over/under receivers or (2) a collection of shot
records and the source signature. Over/under source lines are
not needed. The companion paper Mayhan et al. (2012) com-
plements the analysis and examples in this paper. Tests in-
dicate that for most practical cases (less than 20 meters), the
distance between over/under receiver cables would not be an
issue. Green’s theorem can predict the over/under source ex-
periment required in Equation 2, without acquiring over/under
source data. Alternatively, using the free surface can be a use-
ful approach when the source depth is known. Tests of ISS
free-surface multiple removal using the deghosted data con-
firms the good quality of the deghosted data. The results are
positive and encouraging.
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A new higher order Inverse Scattering Series (ISS) internal multiple attenuation algorithm addresses
a limitation in the current leading order algorithm: derivation for a three-reflector model and a test
with analytic data
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SUMMARY

The Inverse Scattering Series (ISS) is a comprehensive
framework for achieving seismic data processing goals
without requiring subsurface information. Distinct isolated
task-specific subseries can accomplish free surface multiple
removal, internal multiple removal, depth imaging and
inversion of primaries. The ISS can predict and eliminate
internal multiples without a priori information. Although
the leading order ISS internal multiple attenuation algorithm
for the first order internal multiples has shown unmatched
capability on complex synthetic and onshore data compared
with other methods (e.g., Fu et al. (2010); Luo et al. (2011)),
there are open issues to be addressed (e.g., Weglein et al.
(2011)). For example, spurious events can be predicted from
the first order attenuator (leading order prediction of the first
order internal multiples) when there are both primaries and
internal multiples in the input data. This paper and the
companion and complementary paper (Liang et al., 2012)
propose a new algorithm to directly respond to this issue. The
new algorithm maintains the strength of the current algorithm
and, in addition, can accommodate data consisting of both
primaries and internal multiples.

INTRODUCTION

In seismic exploration, primaries are events that have
experienced only one upward reflection while multiples are
events that have experienced multiple upward reflections.
Multiples are classified by the location of the downward
reflection. Multiples that have at least one downward reflection
at the free surface (air-water or air-land) are free surface
multiples. Multiples that have experienced all their downward
reflections below the free surface are internal multiples. The
order of an internal multiple depends on the number of
downward reflections it has experienced. For example, first
order internal multiples have only one downward reflection
(dashed line in Figure 1). The primaries-only assumption in
seismic data analysis requires multiple removal. The methods
for multiple removal are classified as separation and wavefield
prediction (e.g.,Weglein (1999)). The separation methods
sought a characteristic to distinguish primaries from multiples,
while the early wavefield prediction methods first modeled
and then subtracted multiples. Each of these approaches
have earned their place in the seismic toolbox. However, as
seismic exploration moves toward more complex areas, these
methods have limitations due to their assumptions and the
requirements for subsurface information. The ISS free surface
multiple removal algorithm (Carvalho, 1992; Weglein et al.,
1997) and internal multiple attenuation algorithm (Araújo,
1994; Weglein et al., 1997) start by avoiding the assumptions

of the earlier methods, e.g., they are completely multi-D and
have no requirements for subsurface information. There are
both separation and wavefield prediction ingredients in the ISS
multiple removal methods and they can be viewed as a next
step in the development of separation and wavefield prediction
methods (Weglein et al., 2011). For example, the ISS
free surface multiple separation distinguishes the free surface
multiples from other events by the downward reflection at the
free surface. In contrast, the ISS internal multiple separation
is realized without any a priori information by understanding
the difference in the construction of primaries and internal
multiples in the forward series. As an example, the leading
order ISS prediction for the removal of the first order internal
multiple calls upon a “lower-higher-lower”relationship in the
pseudo-depth domain. It assumes only primaries as subevents
to predict the first order internal multiples from all reflectors,
at all depths at once, and without any subsurface information.

The leading order ISS internal multiple attenuation algorithm
predicts the first order internal multiples combining primaries
in the input data. However, the input data consists of primaries
and internal multiples. Using the leading order algorithm
with primaries and internal multiples as input data can lead to
spurious prediction under circumstances where there are three
or more reflectors generating significant internal multiples.
While we recognize the shortcomings of the current leading
order ISS internal multiple attenuation algorithm, we also
recognize that addressing them resides in the ISS (Weglein
et al., 2011). In this paper, we show how higher order ISS
terms address and eliminate that shortcoming while retaining
the strength of the leading order algorithm. Each term in the
subseries achieves what the order of that term enables it to
achieve. For example, it requires an infinite series (in a closed
form) to completely eliminate all first order internal multiples
generated at the shallowest reflector when the properties at
and above that reflector are unknown (Ramı́rez and Weglein,
2005). Similarly, the internal multiple attenuation task is more
difficult when the input data contains internal multiples as
well as primaries, so the leading order ISS internal multiple
attenuation algorithm needs to combine with higher order
terms to address spurious prediction. In this paper, we provide
an understanding of the leading order prediction of the first
order internal multiples when the input data consists of both
primaries and internal multiples. We also provide a new ISS
internal multiple attenuation algorithm to address a particular
type of spurious event that is predicted when the middle
subevent in the first order attenuator is an internal multiple.
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AN OVERVIEW OF THE ISS LEADING ORDER
INTERNAL MULTIPLE ATTENUATION ALGORITHM

The leading order contribution to constructing a class of
multiples in the forward series suggests the leading order
contribution for their removal in the inverse series (Weglein
et al., 2003). A subseries that focuses on internal multiple
removal can be isolated from the inverse series. The ISS
internal multiple attenuation algorithm starts with the input
data, D(kg,ks,ω), which is the Fourier transform of the
deghosted prestack data, with the wavelet deconvolved and the
free surface multiples removed. The leading order prediction
of the first order internal multiples makes the leading term
contribution to their removal. In a 2D earth, the leading order
contribution is,

b3(kg,ks,ω) =
1

(2π)2

Z ∞

−∞
dk1

Z ∞

−∞
dk2e−iq1(zg−zs)eiq2(zg−zs)

×
Z ∞

−∞
dz1b1(kg,k1,z1)ei(qg+q1)z1

×
Z z1−ε

−∞
dz2b1(k1,k2,z2)e−i(q1+q2)z2

×
Z ∞

z2+ε
dz3b1(k2,ks,z3)ei(q2+qs)z3 , (1)

where ω is temporal frequency, ks and kg are the horizontal
wavenumbers for the source and receiver coordinates,
respectively; qg and qs are the vertical source and receiver

wavenumbers defined by qi = sgn(ω)

r
ω2

c2
0
− k2

i for i =

(g,s); zs and zg are source and receiver depths; and z j
( j = 1,2,3) represents the pseudo-depth using reference
velocity migration. The quantity b1(kg,ks,z) corresponds
to an uncollapsed migration (Weglein et al., 1997) of
effective plane-wave incident data, and b1(kg,ks,qg + qs) =
−2iqsD(kg,ks,ω).

With the input data and the leading order prediction of the first
order internal multiples, we can obtain the data with the first
order internal multiples attenuated, given by

D(kg,ks,ω)+D3(kg,ks,ω), (2)

where D3(kg,ks,ω) = (−2iqs)
−1b3(kg,ks,qg +qs).

For a 1D earth and a normal incident plane wave, equation 1
reduces to

b3(k) =
Z ∞

−∞
dz1eikz1 b1(z1)

Z z1−ε

−∞
dz2e−ikz2 b1(z2)

×
Z ∞

z2+ε
dz3eikz3 b1(z3). (3)

The leading order ISS internal multiple attenuation algorithm
for the first order internal multiples of a 1D earth and an
impulsive incident plane wave is

b1 +b3. (4)

Note that the (−2iqs) factor is not needed here. However, for
an incident Green’s function, the output of the ISS leading

order removal of the first order internal multiples needs the
(−2iqs) factor to take b to D as in equation 2.

The portion of the third term of the ISS that predicts the first
order internal multiple attenuation is isolated by requiring the
“lower(A)-higher(B)-lower(C)”relationship in pseudo-depth
domain as shown in Figure 1. The assumption behind the
first order internal multiple prediction in Figure 1 is that
all subevents have to be primaries for the prediction to be
an internal multiple. There are circumtances, shown in the
next section, where the “lower-higher-lower”template would
produce spurious events when one of the subevents is an
internal multiple. However, these spurious events are fully
anticipated and attenuated by other higher order terms in the
inverse series.

Figure 1: Combination of subevents for the first order
internal multiple (dashed line), (SABE)time + (DBCR)time −
(DBE)time = (SABCR)time, figure adapted from Weglein et al.
(2003). The capitalized letters stand for a primary or an
internal multiple.

A NEW ISS INTERNAL MULTIPLE ATTENUATION
ALGORITHM TO ATTENUATE THE SPURIOUS
EVENTS ARISING IN A THREE-REFLECTOR
MODEL

We examine the prediction of the first order internal multiple
attenuator using input data that consist of three primaries and
an internal multiple associated with the first two reflectors in a
three reflector model (see Figure 2).

Figure 2: Three primaries and one internal multiple in a
three-reflector model.
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For an impulsive incident wave δ (t − z
c ) the data is

D(t)=R1δ (t−t1)+R′
2δ (t−t2)+R′

3δ (t−t3)+R′
4δ (t−(2t2−t1)),

(5)
where R′

2 = T01R2T10, R′
3 = T01T12R3T21T10, R′

4 =
T01R2(−R1)R2T10, and ti, Ri are two way times and
reflection coefficients from the ith reflector, respectively. Ti j is
the transmission coefficient between the ith and jth reflector.

Given this data, we find from equation 3 that

b3(t) =

R1(R′
2)

2δ (t − (2t2 − t1))+2R1R′
2R′

3δ (t − (t2 + t3 − t1))

+R1(R′
3)

2δ (t − (2t3 − t1))+R2(R′
3)

2δ (t − (2t3 − t2))

+2R1R′
2R′

4δ (t − (3t3 −2t1))+R′
2(R

′
4)

2δ (t − (3t3 −2t2))

+2R1R′
3R′

4δ (t − (t3 +2t2 −2t1))+R1(R′
4)

2δ (t − (4t2 −3t1))

+2R′
2R′

3R′
4δ (t − (t3 + t2 − t1))+(R′

3)
2R′

4δ (t − (2t3 − (2t2 − t1))).
(6)

We have assumed t3 > 2t2 − t1 in deriving equation 6. In
addition to the four first order internal multiples (first two
rows in equation 6), the first order attenuator, b3, predicts
some additional events due to the internal multiple in the input.
Analysis of the traveltimes of these additional events shows
that each of them corresponds to an internal multiple of higher
order with the exception of the last event (R′

3)
2R′

4δ (t − (2t3 −
(2t2 − t1))), which is a spurious event prediction.

Properties of the first order attenuator when both
primaries and internal multiples are input and act as
subevents
When there are internal multiples in the data, there will be
many other possible subevent combinations in the first order
internal multiple attenuator, b3. When

b1 = P+ I,

it follows from equation 3 that

b3 = b1 ∗b1 ∗b1

= (P+ I)(P+ I)(P+ I)

= PPP+PPI +PIP+ IPP+PII + IPI + IIP+ III.

where ∗ stands for the nonlinear interaction between the data.
P stands for primaries, and I stands for internal multiples.
In addition to the primary only subevent combination, that
is PPP, there are subevent combinations involved with the
internal multiple that produce the spurious event. A more
detailed analysis shows that the spurious event, (R′

3)
2R′

4δ (t −
(2t3 − (2t2 − t1))), in equation 6 results from PIP as shown in
Figure 3 .

We use a diagram to illustrate the generation of the spurious
event by PIP subevent combination. The diagram for
the PIP subevent is shown in the left side in Figure
4 which satisfies the “lower-higher-lower”relationship, as
required by the algorithm. Following the logic of predicting
internal multiples by the “lower-higher-lower”pattern of
three primary subevents, the PIP diagram will split into a
“lower-higher-much higher-lower-much lower”configuration

Figure 3: An analogous W-like configuration to produce the
spurious event using the internal multiple as a subevent.

on the right side of Figure 4. The resulting configuration
does not agree with the double W-like configuration which
constructs second order internal multiples using five primary
subevents. The pseudo-depth of the two outermost P should

Figure 4: Separation for PIP into W-like

be deeper than the effective pseudo-depth of the middle I to
allow the PIP spurious events to happen, see Figure 3. In other
words, the PIP spurious events can exist in a medium which
has three or more reflectors. That explains the fact that there
are no spurious events produced in a two-reflector example in
Zhang and Shaw (2010) even though an internal multiple is
included in their data.

When the internal multiple in PPI or IPP is separated into
three “lower-higher-lower”primary subevents, it leads to a
double W-like configuration which will predict the second
order internal multiple as shown in Figure 5. This also explains
the additional higher order internal multiple predictions in
b3 from our analytic example. It can be shown that there
are circumstances where PPI produces spurious events in a
medium which has more than three reflectors (Liang et al.,
2012).

Figure 5: One possible separation for PPI into double W-like

Terms like IIP or III may also produce spurious events.
However, when compared with PIP, these terms can often
be ignored in practice. Removal of the latter spurious events
also resides in the higher order ISS terms, and beyond those
considered and included in this paper.

A new ISS contribution to attenuate the PIP spurious event
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To remove the spurious events produced by the first order
attenuator when using an internal multiple as a subevent in
the middle integral, a new and higher order ISS term, which
has that capability, is combined with the current leading order
algorithm.

Figure 4 shows the geometric relationship used to locate the
ISS contribution towards the attenuation of the first order
internal multiples that also accommodates an internal multiple
in the second integral. In this paper, we examine a term,
G0V1G0V3G0V1G0, that fits that geometry and performs that
function. That term in 1D is

bPIP
5 =

Z ∞

−∞
dz1eikz1 b1(z1)

Z z1−ε

−∞
dz2e−ikz2 b3(z2)

×
Z ∞

z2+ε
dz3eikz3 b1(z3), (7)

where b1(z) is an uncollapsed migration and b3(z) is the first
order attenuator. Compared with equation 3, this equation also
requires the “lower-higher-lower”relationship, but the middle
b1 becomes b3 to obtain a prediction of the spurious event and
accommodating the internal multiple subevent.

Equation 7 and equation 3 together provide a new ISS intenral
multiple attenuation algorithm for a 1D earth,

b1 +bPPP
3 +bPIP

5

=b1 +

Z ∞

−∞
dz1eikz1 b1(z1)

Z z1−ε

−∞
dz2e−ikz2(b1(z2)+b3(z2))

×
Z ∞

z2+ε
dz3eikz3 b1(z3), (8)

where bPPP
3 = b3. The superscript indicates the subevent

combination that the algorithm can accommodate. Compared
with the original algorithm (equation 4), the new algorithm
includes a portion of higher order term (bPIP

5 ) to attenuate the
PIP spurious events predicted by bPPP

3 when internal multiples
are in the data.

We use the same analytic example to test the new algorithm.
Substituting D(t) in equation 5 and b3 in equation 6 into
equation 7 produces

bPIP
5 = R1(R′

2)
2(R′

3)
2δ (t − (2t3 − (2t2 − t1)))

+(2R1R′
2R′

4(R
′
3)

2 +R′
2(R

′
4)

2(R′
3)

2)δ (t − (2t3 − (3t2 −2t1)))

+R1(R′
4)

2(R′
3)

2δ (t − (2t3 − (4t2 −3t1))). (9)

The first term is the prediction of the spurious event.
Substitution of R′

2 = T01R2T10 leads to

(T01T10)
2R1(R2)

2(R′
3)

2δ (t − (2t3 − (2t2 − t1))).

The last term (R′
3)

2R′
4δ (t − (2t3 − (2t2 − t1))) in equation 6

is the spurious event. Substitution of R′
4 = T01R2(−R1)R2T10

leads to

(−T01T10)R1(R2)
2(R′

3)
2δ (t − (2t3 − (2t2 − t1))).

When added to b3, the first term in equation 9 will effectively
attenuate the spurious event.

Figure 6: Illustration of the spurious event prediction in bPIP
5 .

Notice the middle b3 produces predicted internal multiples
which have the opposite sign of the actual internal multiples.
Only the first order predicted internal multiples (black dashed
line) and spurious event (red dashed line) are shown.

It is the geometric similarity (single W-like) between bPIP
5 and

b3 that enables bPIP
5 to contribute to removing the spurious

events produced in b3 (see Figure 4). We note that each term
in the inverse series does what the order of that term is capable
of performing. Different portions of a given order term in the
ISS can contribute to different tasks. For example, in our case,
although both the leading order prediction of the second order
internal multiples b5 (right side in Figure 5) and bPIP

5 (right
side in Figure 4) come from the fifth order term in the inverse
series, they have different tasks determined by their different
geometries. bPIP

5 has a single W-like geometry that is capable
of attenuating the spurious events from b3 while b5 has a
double W-like geometry which is capable of predicting second
order internal multiples using primaries. Both are contained in
the fifth order term in the ISS.

DISCUSSION AND CONCLUSION

In this paper, we provide both: (1) an algorithm to address
certain significant spurious events observed in Fu et al. (2010)
and Luo et al. (2011) and (2) a template for locating ISS terms
addressing the more general spurious events that can arise from
using a leading order internal multiple attenuation algorithm
on a complex media and complex data. The ISS can remove
all internal multiples without subsurface information and also
remove spurious events that arise from using a complex data in
a leading order algorithm. We exemplify that capability in this
and the companion and complementary paper by Liang et al.
(2012). To conclude, the new algorithm in this paper retains
the strength of the original leading order algorithm while
addressing a limitation in the latter and provides an initial
extention to accommodate data consisting of both primaries
and internal multiples.
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Weglein, A. B., F. V. Araújo, P. M. Carvalho, R. H. Stolt, K. H.
Matson, R. T. Coates, D. Corrigan, D. J. Foster, S. A. Shaw,
and H. Zhang, 2003, Inverse scattering series and seismic
exploration: Inverse Problems, R27–R83.

Weglein, A. B., F. A. Gasparotto, P. M. Carvalho, and
R. H. Stolt, 1997, An inverse-scattering series method
for attenuating multiples in seismic reflection data:
Geophysics, 62, 1975–1989.

Weglein, A. B., S.-Y. Hsu, P. Terenghi, X. Li, and R. H. Stolt,
2011, Multiple attenuation: Recent advances and the road
ahead (2011): The Leading Edge, 864–875.

Zhang, H., and S. Shaw, 2010, analytic analysis of higher order
internal multiples predicted via the inverse scattering series
based algorithe: SEG Expanded Abstracts, 29, 3493–3498.



A new ISS internal multiple attenuation algorithm addressing a shortcoming of the current
leading-order ISS algorithm for removing first order internal multiples: derivation and testing of
the algorithm for arbitrary number of reflectors
Hong Liang*, Chao Ma and Arthur B. Weglein, M-OSRP/Physics Dept./University of Houston

SUMMARY

Multiple removal is a prerequisite for depth imaging and target
identification. The inverse scattering series (ISS) predicts and
removes internal multiples directly and without any subsurface
information. This is achieved through a task-specific subseries
within the overall ISS. The ISS leading order attenuator is
the leading order term of the subseries contributing to the
removal of first order internal multiples. The idea behind
the leading order attenuator is that the time of the first order
internal multiples can be predicted from primaries in the data
that act as subevents of the first order internal multiples.
However, the entire data consisting of primaries and internal
multiples enters the algorithm. When internal multiples in the
data themselves act as subevents, the leading order attenuator
produces not only first order internal multiples, but also higher
order internal multiples and at times spurious events which
have been observed in the tests of Fu et al. (2010) and Luo
et al. (2011). Weglein et al. (2011) has also pointed this
out and suggested that the resolution of the problem would
reside in other terms of the ISS. Within the framework of ISS,
each term of a task-specific subseries only performs a certain
specific task. The ISS leading order attenuator has shown
stand-alone capabilities for removing internal multiples. This
paper shows that the removal of the spurious events arising
from the leading order attenuation algorithm is performed by
other higher order terms. Hence, a shortcoming of the current
leading order internal multiple algorithm is anticipated and
addressed in later terms in the ISS. The resulting new ISS
internal multiple algorithm presented in this abstract retains
the strengths of the current algorithm while avoiding a serious
shortcoming.

INTRODUCTION

The inverse scattering series can achieve all processing
objectives directly and without subsurface information.
Compared to the ISS free-surface multiple removal methods
where the location and the properties of the free surface
responsible for free-surface multiples are well-defined, the
ISS internal multiple method does not require information
concerning the properties of the Earth where internal multiples
have experienced a shallowest downward reflection. It is
data-driven and predicts internal multiples at all depths at once.

The ISS internal multiple attenuation algorithm was first
proposed by Araújo et al. (1994) and Weglein et al. (1997).
This algorithm does not depend on the earth model type
(Weglein et al., 2003) and is applicable for towed-streamer
field data, land data, and ocean bottom data (Matson
and Weglein, 1996; Matson, 1997) and can accommodate

internal multiples with converted wave phases (Coates and
Weglein, 1996). Ramı́rez and Weglein (2005) extended the
attenuation algorithm towards an elimination method. The ISS
internal multiple algorithm has shown encouraging results and
differential added value when compared to all other internal
multiple methods (Fu et al., 2010; Hsu et al., 2011; Terenghi
et al., 2011; Weglein et al., 2011; Luo et al., 2011).

The ISS internal multiple method operates without a priori
information and its tasks are more complex than the ISS
free-surface multiple method. Early analysis of the ISS
leading order attenuator focused on using only primary
subevents to predict internal multiples. However, the input
data contains both primaries and internal multiples and all
events in the data will be treated as subevents. Under some
circumstances treating internal multiples as subevents in the
first order internal multiple algorithm can lead to spurious
events. We define the conditions when that can occur and how
terms further in the ISS address and remove those spurious
events. Following the suggestion of Weglein et al. (2011) the
companion paper Ma et al. (2012) derives the new ISS internal
multiple algorithm addressing the shortcomings arising from
the second of the three integrals of the ISS leading order
attenuator in a three-reflector medium. This paper evaluates
that algorithm using numerical examples, and also extends the
algorithm to a medium with an arbitrary number of reflectors.

THE LEADING-ORDER ISS INTERNAL MULTIPLE
ATTENUATION ALGORITHM

The ISS internal multiple attenuation algorithm is a subseries
of the inverse scattering series. The first term in the algorithm
is the deghosted input data D with the reference wavefield
and free-surface multiples removed. The second term in the
algorithm is the leading order attenuator which attenuates first
order internal multiples (the order of an internal multiple is
defined by the total number of downward reflections). The
leading order attenuator in a 2D earth is given by Araújo et al.
(1994) and Weglein et al. (1997) (see equation 37). For a 1D
earth and a normal incidence wave the equation reduces to

bPPP
3 (k) = b3(k) =

∫ ∞

−∞
dz1eikz1 b1(z1)

∫ z1−ε

−∞
dz2e−ikz2 b1(z2)

∫ ∞

z2+ε
dz3eikz3 b1(z3), (1)

where the deghosted data , D(t), for an incident spike wave,
satisfies D(ω) = b1(2ω/c0), b1(z) =

∫ ∞
−∞ e−ikzb(k)dk, k =

2ω/c0 is the vertical wavenumber, c0 is a reference velocity,
and b1(z) corresponds to an uncollapsed FK migration of an
incident plane-wave data. For non-spike data, there is an
obliquity factor in the relations between the data D and b1
in the frequency domain (see Page R64 and R65 in Weglein
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Figure 1: An internal multiple (dashed line) constructed by the
“lower-higher-lower” pattern of three primary subevents (solid
line). Figure adapted from Weglein et al. (2003).

et al. (2003)) Here, we introduce a new notation bPPP
3 where

the superscript (“p” represents primary) indicates which events
in the data input in each of the three integrals that the algorithm
can accommodate towards the overall purpose of removing
first order internal multiples. The data with first order internal
multiples attenuated is

D(t)+D3(t), (2)

where D3(t) is the inverse Fourier transform of D3(ω) and
D3(ω) = b3(k) for an incident spike wave. Weglein and
Matson (1998) showed that this algorithm can be interpreted
using the subevent concept (see Figure 1).

THE GENERAL OUTPUT OF THE LEADING ORDER
ATTENUATOR WHEN AN INTERNAL MULTIPLE IS
TREATED AS A SUBEVENT

Early analysis focused exclusively on predicting the internal
multiples using primaries as subevents. However, seismic
data contains not only primary events but also internal
multiples. Zhang and Shaw (2010) have shown that higher
order internal multiples can be predicted by the leading
order attenuator using internal multiples as subevents in a
two-interface example. However, the situation is considerably
more complicated when the data from three or more reflectors
are considered. In the latter case, spurious events can be
predicted whose traveltimes do not correspond to an event in
the data. In this section, we illustrate the specific conditions
under which the spurious events are produced by the leading
order attenuator using one internal multiple subevent in a 1D
earth.

An internal multiple subevent in the second integral

In the companion paper (Ma et al., 2012) it is shown that
in a medium with three reflectors, and when an internal
multiple acts as a subevent in the second of the three integrals
(see equation 1) a spurious event can be produced. In this
section, we interpret this diagrammatically using Figure 2
(pseudo-depth is determined by the water speed image, b1(z)).
An internal multiple has each of its downward reflections
between two upward reflections. Then, in the diagrammatic
representation of an internal multiple ( Figure 2(a)) a higher
red circle with a “-” sign should have lower blue circles with
“+” signs on both side. However, in Figure 2(c) each of the

two red circles has only one lower blue circle on one side, and
one higher blue circle on the other side. Thus, this predicted
event is neither an internal multiple, nor a primary.

Figure 2: Diagrammatic illustration of the generation of a
spurious event. (a) The diagram of a first order internal
multiple. The sign “+” (“-”) means upward (downward)
reflection or the pseudo-depth is added (subtracted). (b) Three
subevents used by the leading order attenuator: a primary
(“P”) with pseudo-depth z, an internal multiple (“I”) with
pseudo-depth z′, and a primary with pseudo-depth z′′, with
z′ < z,z′′. (c) The generated spurious event with pseudo-depth
(z+ z′′ − (z1 + z3 − z2)).

The spurious event described here is generated by the leading
order attenuator using an internal multiple subevent in the
second integral. The way it is generated suggests the way it can
be removed. For the removal of this type of spurious events,
substituting b3 for the second b1 in equation 1 leads to equation
3. The subevent combination of “primary–predicted internal
multiple–primary” in equation 3 can be used to attenuate the
spurious event. In this paper, we examine one of the fifth
order terms (G0V1G0V3G0V1G0) that satisfies the required
Figure 2(c) geometry . The derivation and analytical examples
are shown in Ma et al. (2012).

bPIP
5 (k) =

∫ ∞

−∞
dz1eikz1 b1(z1)

∫ z1−ε

−∞
dz2e−ikz2 b3(z2)

∫ ∞

z2+ε
dz3eikz3 b1(z3) (3)

The output of the new ISS internal multiple algorithm for this
three reflectors case is

D(t)+D3(t)+DPIP
5 (t), (4)

where DPIP
5 (t) is the inverse Fourier transform of DPIP

5 (ω) and
DPIP

5 (ω) = bPIP
5 (k) for spike data. The original algorithm (see

equation 2) attenuates the first order internal multiples and
preserve primaries but can also output spurious events. The
new algorithm in equation 4 provides the benefit of the original
algorithm while addressing issues due to spurious events.

An internal multiple subevent in either of the outer
integrals

The problem is yet more complicated when a first order
internal multiple subevent is in either of the outer integrals. As
shown in the left panel of Figure 3, when an internal multiple
with pseudo-depth z′′ is in the rightmost integral (z,z′′ > z′),
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and since z′′ = (z1 + z3 − z2) > z′, there are several possible
relations between z1,z2,z3 and z′, which are as follows:

• As shown by the first arrow in Figure 3, when z1 >
z′,z2 �= z and z3 �= z′, the predicted event has the same
pseudo-depth as a second order internal multiple. Its
subevent construction is shown in Figure 4(a), and this
occurs in a medium with number of reflectors N ≥ 2.

• The second arrow in Figure 3 shows that when z1 = z′,
the predicted event has the same pseudo-depth as a
first order internal multiple. Figure 4(b) describes
its subevent construction, which only happens in a
medium with N ≥ 3.

• The third arrow in Figure 3 shows that a spurious
event is produced with z1 < z′ and z3 < z′ (the red
circle at z′ has only one lower blue circle on one side).
Its subevent construction is illustrated by Figure 4(c).
This type of spurious event can only be generated in a
medium with N ≥ 4.

Using the same logic and analysis as the previous section,
we propose another method to address this type of spurious
events by replacing the third b1 in equation 1 with b3, and the
new term is shown in equation 5. Since this type of spurious
event could be produced by the leading order attenuator using
a first order internal multiple subevent in either of the outer
integrals (these two cases are equivalent), there is a leading
coefficient 2 in the equation 5. This term is also identified
from a portion of the fifth order term in the ISS (from the term
G0V1G0V1G0V3G0).

bPPI
5 (k) = 2

∫ ∞

−∞
dz1eikz1 b1(z1)

∫ z1−ε

−∞
dz2e−ikz2 b1(z2)

∫ ∞

z2+ε
dz3eikz3 b3(z3) (5)

The new ISS internal multiple algorithm for this case with
more than three reflectors is

D1(t)+D3(t)+DPIP
5 (t)+DPPI

5 (t). (6)

where DPPI
5 (t) is the Fourier transform of DPPI

5 (ω) and
DPPI

5 (ω) = bPIP
5 (k) for an incident spike wave. This new

general algorithm in equation 6 retains the strengths of the
original algorithm while addressing issues due to spurious
events.

NUMERICAL EXAMPLES

In this section, we will compute and analyze the new terms
for one dimensional, three reflector models. The spurious
event would be produced when the internal multiple subevent
is in the second of the three integrals. Thus, only the term in
equation 3 will be tested in this section.

Numerical tests using analytic data

For a 1D three-interface model the reflection data due to an
impulsive incident wave δ (t − z

c ) is

D(t) = R1δ (t − t1)+T01R2T10δ (t − t2)+T01T12R3T21T10δ (t − t3)

−T01R2
2R1T10δ (t − (2t2 − t1)) . . . , (7)

Figure 3: Diagrammatic illustration of predicted events when
an internal multiple subevent is in either of the outer integrals.

(a)

(b)

(c)

Figure 4: Events generated by the leading order attenuator
using an internal multiple subevent in either of the outer
integrals: (a) a second order internal multiple, (b) a first order
internal multiple, and (c) a spurious event, 2z2 − z1 > z3.

where t1 = 0.4s, t2 = 0.5s, and t3 = 1.0s are two way
times. The velocities in each layer are c0 = 1500m/s, c1 =
2500m/s, c2 = 4000m/s, and c3 = 6000m/s. Densities
are constant. Ri and Ti j are reflection and transmission
coefficients, respectively. We choose the data so that it
contains only primaries and first order internal multiples.
The data is first transformed to the frequency domain D(ω)
(Weglein et al., 2003) and then we can get

b1(k) = D(ω) = R1eikz1 +T01R2T10eikz2 +T01T12R3T21T10eikz3

−T01R2
2R1T10eik(2z2−z1) . . . , (8)

where the pseudo-depth zi is defined as zi = c0ti/2. From
equation 8 we can calculate b1(z), which is then inputted
to equation 1 to calculate b3. Both b1 and b3 are used by
equation 3 to calculate bPIP

5 .

Figure 5(a) shows the data consisting of primaries (Pi) and first
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order internal multiples (Ii jk). Figure 5(b) shows the events
predicted by b3, where the spurious event is at time 1.4s and
has negative polarity. The spurious event is produced by the
subevents combination of “P3–I212–P3”. Figure 5(c) shows the
events predicted by bPIP

5 , where the predicted spurious event
is produced by the subevents combination of “P3–predicted
I212–P3” and has positive amplitude. If we add the the result
in Figure 5(c) to that in Figure 5(b), the amplitude of the
remaining spurious event would be significantly attenuated.

Figure 5: (a) Input data. (b) Events predicted by b3 including
predicted internal multiples and the spurious event (pointed by
the red arrow and amplitude is −3.9331× 10−4). (c) Events
predicted by bPIP

5 where the predicted spurious event is pointed
by the red arrow and its amplitude is 3.7832×10−4).

It should be noted that in Figure 5(b) the internal multiple I323
predicted by b3 is composed of three subevent combinations:
“P3–P2–P3”, “P3–I212–I312” and “I312–I212–P3”. From Figure
5(c) we can see that the term bPIP

5 can also predict internal
multiples since all the events in b1 are used as subevents in
equation 3. For example, the event at 1.5s in Figure 5(c)
has the same traveltime as I323 and negative polarity, and it
can be generated by the following subevent combination: I312
from b1 (negative), predicted I212 from b3 (positive) and P3
from b1 (positive). The new algorithm represents progress in
the attenuation of first order internal multiples. Research is
ongoing to provide further insight and capability.

Numerical tests using synthetic data

In this section, a 1D two-parameter (with both velocity and
density variation) model with three interfaces is used to
generate the synthetic data by the finite difference modeling
method. The chosen parameters for the model are: c0 =
1500m/s,c1 = 2500m/s,c2 = 3500m/s,c3 = 4500m/s; ρ0 =
1.0g/cm3,ρ1 = 2.0g/cm3,ρ2 = 3.0g/cm3,ρ3 = 4.0g/cm3;
z1 = 500m,z2 = 500m,z3 = 2500m, where ci and ρi represent
the velocity and density in each layer, respectively, and zi is
the depth of each interface. Figure 6(a) shows the zero-offset
data. The output of the leading order attenuator is shown
in Figure 6(b), where the red arrow points to the produced
spurious event. In Figure 7(b) each event produced by bIM

3
is labeled, e.g., “2-1-2” means the first order internal multiple
generated between the first two reflectors. Figure 7(a) shows
the events generated by bPIP

5 .

Figure 6: (a) Zero-offset data, where three primaries are at
0.667s, 1.067s and 2.495s, respectively. (b) Events predicted
by b3, with red arrow pointing to the spurious event (at 3.524s).

Figure 7: (a) Events predicted by bPIP
5 where the negative of

the spurious event is at 3.524s. (b) Events produced by b3 with
labels.

CONCLUSIONS

While the ISS leading order attenuator has demonstrated its
capability for internal multiple removal, it has strengths and
limitations as implied by “leading order” and “attenuator”.The
algorithm presented in this paper and the companion paper, Ma
et al. (2012) addresses a shortcoming of the current leading
order ISS internal multiple attenuation algorithm that are
observed in the examples of Fu et al. (2010) and Luo et al.
(2011). The new ISS internal multiple attenuation algorithm
retains the benefit of the original algorithm while addressing
one of its shortcomings. It now accommodates both primaries
and internal multiples in the input data.
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Summary

In Weglein et al. (2010) an update and status report were
provided on the progress on the inverse scattering series
(ISS) direct depth imaging without the velocity model.

In that report, results on synthetics with sufficient realism
indicated that field data tests were warranted. This
paper documents those first field data tests. These
first early tests are encouraging and indicate that ISS
direct depth imaging on field data is possible. The next
steps on the road between viable and providing relevant
and differential added value to the seismic tool-box are
described and discussed.

Introduction / Background

All currently applied direct depth imaging methods
and indirect imaging concepts firmly believe that depth
and velocity are inextricably linked. That cornerstone
of all current imaging means that any direct imaging
method requires an accurate velocity model to produce
an accurate image in depth.

It is essential to understand the significance of the term
‘direct’ in ‘direct depth imaging’. Given an accurate
velocity model, all current leading-edge imaging methods
(e.g., Kirchhoff, FK, Beam and RTM) are able to directly
output the depth (the actual spatial configuration) of
reflectors.

Indirect imaging methods (e.g., flat common image
gathers, differential moveout, CFP, CRS and ‘path
integral’ approaches) seek to satisfy a property or
condition that an image with an accurate velocity would
satisfy. Those properties are necessary conditions, but
not sufficient, and hence satisfying the indirect proxy for
an adequate velocity model is not equivalent to knowing
the velocity and direct depth imaging. Hence, satisfying
these indirect criteria is no guarantee, and can lead to the
correct depth or to any one of a set of incorrect depths.
The latter truth is rarely (if ever) spoken and even rarer to
find mentioned in print. Most importantly, these indirect
approaches fervently believe that a direct depth imaging
method would require and demand a velocity model, and
that there is absolutely no way around it, and that depth
and velocity are inextricably connected. That thinking is
clear, and 100% correct within the framework of current
imaging concepts and methods.

However, that thinking is superseded by the new broader
framework for imaging provided by the ISS.

Amundsen et al. 2005, 2006, 2008 have developed direct
inversion methods for 1D acoustic and elastic media. The
ISS is the only direct inversion for both a 1D and a
multi-D acoustic, elastic and anelastic earth.

In addition to being direct and applicable and applied for
a multi-D earth, the ISS (Weglein et al. (2003)) allows
for all processing objectives (including multiple removal
and depth imaging) to be achieved directly and without
subsurface information.

In the same ‘direct’ sense, that current imaging methods
can directly output the spatial configuration of reflectors
with a velocity model, ISS imaging algorithms can
directly output the correct spatial configuration without
the velocity model. It is the only method with that
capability.

The ISS subseries for direct depth imaging communicates
that depth and velocity are not inextricably linked.

The ISS provides a new superseding theory that views
the current velocity-depth relationship and framework
as a special limiting case, as quantum mechanics and
relativity view classical physics as a limiting and special
case, within a new comprehensive and broader platform
and framework.

The new broader framework for imaging reduces to
current imaging algorithms when the velocity model is
adequate, and most amazingly it determines on its own for
any particular data set, or portion of a data set, whether
the new framework is needed, or whether the current
conventional imaging framework will suffice. The new
imaging framework determines if its services are called
upon, and then and only then, will it activate the new
ISS imaging framework terms and call them into action.

All current leading edge migration methods, such as,
beam, Kirchhoff and RTM, are linear. In contrast, the
ISS direct depth imaging without the velocity algorithm is
a non-linear relationship between data and the wavefield
at depth.

ISS task specific subseries for multiple removal,
depth imaging and direct non-linear AVO

Each and every term and portion of any term within
the ISS is computed directly in terms of data. All tasks
associated with inversion (e.g., multiple removal, depth
imaging, non-linear direct AVO, and Q compensation)
are each contained within the series. Hence, these
individual tasks are each achievable directly in terms
of data, without subsurface information. Every seismic
processing objective is carried out as a subseries of
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the ISS, and operates without subsurface information,
by involving distinct non-linear communication of the
recorded seismic data. Only the ISS communicates that
all seismic objectives can be achieved in basically the
same way that free surface multiples are removed.

The free surface and internal multiple removal subseries
have not only been shown to be viable but have also
demonstrated added value and stand alone capability for
predicting the amplitude and phase of multiples (See, e.g.,
Luo et al. 2011; Weglein and Dragoset 2005; Fu et al.
2010), in particular, demonstrated under complex marine
and on-shore circumstances. In this paper, we examine
for the first time the issue of ISS depth imaging viability
on field data.

All conventional imaging methods require knowledge of
the velocity model to determine the spatial locations
of reflectors. Hence, the ISS series project began
by assuming that only the velocity was variable and
unknown. Figures 1-3 illustrate the ISS imaging results
for an earth in which only velocity varies. The algorithms
are described in Liu (2006); Liu et al. (2005); Zhang et al.
(2007).

Imaging methods that require the velocity use only the
phase of the data to determine depth. In contrast, all ISS
tasks achieve their goals without subsurface information
by using both the amplitude and phase of seismic data.
The latter difference requires the exclusion of events from
imaging subseries that do not relate to or contribute
towards the task of depth imaging. Reflections that
correspond to density only changes must be precluded
from exclusively depth imaging tasks. The ISS depth
imaging in an acoustic earth where Vp and density (and
for an elastic earth with Vp, Vs and density), can all vary
and all are initially (and remain, completely) unknown
was formulated and the results were summarized in
Weglein et al. (2010).

The impact of data limitations on
ISS subseries

Table 1 summarizes the dependence/sensitivity of
different ISS subseries on seismic bandwidth. As the
latter table indicates, there is an increased dependency
as we progress from the ISS free surface multiple case
to the depth imaging subseries where (in the current
“box-moving” formulation) the absence of low frequency
in the data can have a deleterious effect on the ability of
the ISS to move from the original linear incorrect depth
image to the correct depth.

There are many other issues that need to be taken into
consideration in developing practical ISS depth imaging
algorithms. Among these issues are: (1) have the
appropriate number and types of terms from the inverse
series been included to match the imaging challenge
due to the difference between the actual and reference
velocity, and the duration of that difference; and (2) have
the density only reflections been excluded from the ISS
depth imaging algorithm. All of these issues need to
be addressed to have the ISS depth imaging algorithm

produce an accurate depth section. The moveout becomes
flat and the imaging series directly produces a flat
common image gather (CIG) at the correct depth.

In contrast to all current imaging methods where CIG
flatness is a necessary but not a sufficient condition for
depth imaging accuracy, the CIG flatness is a by-product
of ISS imaging, and a necessary and sufficient indication
that depth has been found. It’s a direct depth finding
machine, and when it stops it is done. With ISS imaging
CIG flatness is an indication that a direct method is done,
not an in-direct proxy for velocity used to find the depth,
where for the latter conventional use it is necessary but
not sufficient for depth location.

The overriding requirement and number one issue for
field data application of ISS depth imaging is being
able to address the sensitivity to missing low frequency
components in the data (or low vertical wave number).
If that low frequency sensitivity is not addressed, then
gathering or not gathering appropriate and necessary ISS
imaging terms or excluding density only reflections will
not matter, and will be of no practical consequence.
Hence, addressing the bandwidth issue for ISS imaging
is the number one priority, the make or break issue
for field data application, viability and delivery of its
promise of high impact differential added value. A
regularization scheme has been developed in Liu and
Weglein (2009) to directly address that low frequency
challenge. The purpose of this paper is to examine
whether this regularization method will allow the ISS
imaging algorithms to be effective and work on field data.
Therefore, with this first field data examination, we relax
all of the other requirements for ISS depth imaging and
consider the field data as though it were generated by a
velocity only varying earth. Within that parallel world
where only velocity varies, the ISS depth imaging will
need to address the band-limited nature of field data, and
also will require having enough ISS imaging terms (within
an acoustic velocity only varying subsurface assumption)
to be effective for accurately locating reflectors.

In Figure 4, we present an acoustic model with no density
variations and the water speed migration for the data
from that model. Figure 5 (a) shows the inverse scattering
imaging series ideal result, with full band-width data.
In (b), the data has been altered by a sine squared
taper up to 10Hz which damped the low frequency
information and the ISS imaging without regularization
is ineffective. In (c), with the regularization applied, the
ISS depth imaging successfully corrects the data move-out
and reveals the correct depth.

A similar approach is followed for a CMP gather selected
from the Kristin data-set (Figure 7, Majdanski et al.
(2010)). Figure 8 (a) shows a water-speed migration of
the data in Figure 7, while Figure 8 (b) shows the ISS
imaging result after regularization.

Event 1 is the water bottom primary, event 2 is the
subwater bottom primary, event 3 is the internal multiple
between event 1 and 2 and event 4 is a third primary.
Event 4, the third primary has a moveout with a water

Inverse scattering series depth imaging
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speed migration.

It turns out that event 1, the water-bottom primary,
represents a density change but no velocity change.
Hence, the layer below the water-bottom has the same
acoustic velocity as water. Further, the first order internal
multiple (event 3) in that first sub-water-bottom layer
also has a water-speed move out. Hence, events 1, 2, and
3 all have flat CIGs with a water-speed FK Stolt migration
(Figure 6). Event 4 has move-out due to a velocity change
at the base of the first sub-water-bottom reflector.

With a regularized ISS depth imaging the result for the
image of event 4 is a shifted and CIG flat output. Hence,
the ISS depth imaging is working on the very shallow
subsea-bottom portion of the Kristin data set within the
context of a velocity only varying earth. The shifted ISS
image and flat CIG of event 4, the third primary, indicates
that bandwidth issues have been addressed, and sufficient
capture of ISS imaging terms are within the ISS imaging
algorithm. If for this field data set and ISS depth imaging
test, either one of these conditions (addressing bandwidth
sensitivity and adequate inclusion of ISS imaging terms)
were a remaining and outstanding issue, then event 4
would not have moved and produced a flat CIG. The
success of this test is thus defined. A more detailed and
comprehensive analysis behind the logic and conclusions
of this paper will appear in Weglein et al. (2012). The
next steps are to apply the regularized ISS depth imaging
to an acoustic variable velocity and density model for
the very shallow and sub-water-bottom reflectors, and
a Vp, Vs and density varying elastic earth model for
the deeper reflectors, to preclude density only reflections,
and for outputting actual depth. The M-OSRP imaging
research team is engaged in moving from the current
news and report that demonstrates field data viability
for ISS imaging to providing added value. The ultimate
goal is to have ISS imaging match the efficacy that ISS
free surface and internal multiple removal have provided
for the removal of coherent noise, and to extend that
capability for extracting information from signal (the
collection of all primaries).

Conclusions

In this paper, we have shown that the ISS depth
imaging algorithm can address the most serious practical
limitation/challenge field data will place on ISS depth
imaging: that is, limitations in seismic bandwidth. With
this accomplished, the further steps to extend these tests
to variable density and velocity acoustic and elastic media
are achievable, and realizing that is within the sphere of
issues we can influence and make happen. The most
significant difference between synthetic data and field
data for ISS depth imaging has been examined and
addressed.
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Figures

Fig. 1: The fault shadow zone model.

Fig. 2: The water speed pre-stack FK Stolt migration for the
data from the fault shadow model.

Fig. 3: The inverse scattering series image (with partial capture
of ISS imaging capability) for the fault shadow model.

Inverse scattering series depth imaging
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Fig. 4: Figure (a) shows the acoustic model we are testing
for evaluating the dependence of ISS on seismic bandwidth.
Figure (b) is the water speed FK Stolt migration, the red lines
represent the true location of the reflectors.
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Fig. 5: This figure illustrates the imaging result for a velocity
varying only earth model. Figure (a) shows ISS imaging with
data which has low frequency information. Figure (b) shows
ISS imaging with band-limited data. Figure (c) shows the
imaging result with the regularization being applied. This ISS
imaging bandwidth issue is documented in Shaw (2005).Summary
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Fig. 6: This figure summarizes the results of the initial ISS
depth imaging tests on the very shallow, near ocean bottom
section of the Kristin data.

Dependence on temporal Specific subseries
frequency content of the data

None Free surface multiple
Very mild Internal mulitple

Some Depth imaging

Table 1: This table shows the dependence of ISS specific
subseries on temporal frequency content of the data.
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Fig. 7: The CMP gather we tested from Kristin data.
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Fig. 8: For the Kristin data test: Figure (a) shows water speed
migration. The red line indicate water speed migration image
for event 4. Figure (b) shows ISS imaging result. The red line
shows ISS image for event 4.
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SUMMARY 

 

When suppressing multiples in seismic data, it is important 

to identify which reflectors the multiples, especially the 

internal multiples, originated from. In this abstract, we 

present a method to relate all seismic arrivals, including 

primaries and multiples, to their originating reflectors. The 

method makes use of the reflectivity forward modeling 

method to isolate reflectors and determine the contribution 

of an individual reflector to an arrival in a seismic trace. 

Repeating this process for all reflectors produces a reflector 

spectrum, which shows quantitatively the relative 

contribution of each reflector to all arrivals in a trace. We 

use the reflector spectrum with a velocity model 

constructed from field sonic logs to demonstrate that 

internal multiples originate from many reflectors 

distributed throughout the model, rather than from a few 

major ones. 

 

INTRODUCTION 

 

When interpreting seismic data, we often use synthetic 

traces generated from 1D velocity models obtained from 

sonic logs to associate surface seismic events with well 

information and to distinguishing primary reflections from 

multiples.  However, it is important to address and identify 

the reflectors that an arrival in a synthetic trace originated 

from. Relating seismic arrivals to their reflectors can help 

interpreters link seismic events to the corresponding 

geological formations, and can also provide insight into 

where multiples, especially internal multiples, originated. 

 

Others (Foster and Yin, 1995; Resnick, et al., 1986) have 

proposed methods to determine how seismic reflections are 

generated and propagate in finely laminated thin layers. 

One method for identifying reflectors that generate internal 

multiples follows a trial and error approach. The method 

first sets impedance contrasts to zero at selected depths in a 

velocity model, and then the resulting wavefield is 

observed. If internal multiples disappear after an impedance 

contrast is removed, then it is concluded that the removed 

impedance contrast generated the multiples. The 

disadvantage of this method is that altering the velocity 

model affects not only the impedance contrasts of 

reflectors, but also the traveltimes of seismic waves. 

 

In this paper, we propose a method for analyzing individual 

reflectors and the arrivals they generate, without changing 

the velocity model. This reflector spectrum method allows 

us to quantify the contribution of a single reflector to all 

arrivals in a seismic trace, or conversely, to identify all 

contributing reflectors for a single arrival. 

 

METHOD 

 

The reflector spectrum method uses the reflectivity forward 

modeling (Kennett, 2003) method. For a given velocity 

function )( izv , where 
iz is depth of the thi  reflector and i  

is the layer index which takes values from 1 to N , the 

reflection coefficients due to the velocity contrast between 

two adjacent layers )( izv  and )( 1izv  are  
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where )( id zr  and )( iu zr  are down and up reflection 

coefficients, respectively. For simplicity, we are neglecting 

the density in this description, although density does affect 

the reflection coefficients. Besides defining the reflectivity 

coefficients, the velocity )( izv  also determines the 

traveltimes for waves traveling in between interfaces.   

  

Because the reflectivity method separates the roles of 

reflectivity and travel time, it allows us to change a single 

reflection coefficient while keeping the remaining 

reflection coefficients as well as the traveltime unchanged.   

As a result, we can simply set one of the reflection 

coefficients to zero without changing the velocity function 

itself.  In this way, the effect of the corresponding reflector 

is isolated.   

 

Figure 1 shows a simple example to illustrate this concept.  

The velocity function is shown in Figure 1a, and the 

calculated reflection coefficients are shown in Figure 1b. 

Using the velocity, reflectivity, and a wavelet, we compute 

the synthetic trace shown in Figure 1c. Zeroing the 

reflection coefficient corresponding to the first interface 

(Figure 1d) produces a new trace (Figure 1e), which we 

subtract from the original trace shown in Figure 1a to 

obtain the difference trace shown in Figure 1f. The events 

seen in the difference trace originate from the reflector 

located at the first interface, and include the primary 



Reflector spectrum 

 

reflection at top of the layer (at 400 ms) and a first order 

internal multiple (at 1000 ms).  

 

Similarly, we can zero the reflection coefficient for the 

bottom reflector, and the second primary and the associated 

multiple (the same one at 1000 ms in Figure 1f) will 

disappear. Note that muting either the top or bottom 

reflector will eliminate the same multiple at 1000 ms. In 

this example, we muted both the up and down reflection 

coefficients simultaneously for each interface. If only one 

type of coefficient, e.g., )( id zr , is muted, then the internal 

multiple will appear only once in the spectrum. We will 

revisit this idea later.  

 

 

 

Figure 1: A synthetic example showing (a) the velocity function, 

(b) reflection coefficients, (c) synthetic trace computed from (b), 

(d) zeroing of the reflection coefficient of the first interface, (e) 
synthetic trace computed from (d), and (f) difference between (c) 

and (e). 

 

Figure 1 shows that muting a reflection coefficient 

produces a difference trace that contains reflections 

originating from the muted reflector. Next, by individually 

zeroing reflection coefficients for interfaces 1 to 1N , we 

obtain 1N  difference traces. These 1N  traces are 

displayed as the image shown in Figure 2, in which each 

column contains the difference trace corresponding to the 

reflection coefficient directly above in the velocity 

function. The trace shown in the left panel in Figure 2 is the 

full synthetic trace. For this example, we only model 

primary reflections, so the reflector spectrum in Figure 2 

indicates where the primaries originated. This method for 

identifying reflectors corresponding to primary reflections 

can also be used to identify other types of reflections such 

as surface multiples or internal multiples.  

 

The reflector spectrum allows us to easily relate arrivals in 

a seismic trace to their corresponding reflectors in the 

velocity function. For any event in the reflector spectrum, 

the vertical coordinate indicates the arrival time of the 

reflection, while the horizontal coordinate indicates the 

depth of the corresponding reflector.  

 

Values in the reflector spectrum have units of seismic 

amplitude, and the value at a point ),( zt in the spectrum is 

the seismic amplitude contributed by the reflector at depth 

z  to the seismic arrival at time t . Thus, a vertical trace in 

a reflector spectrum at depth z  shows all seismic arrivals 

generated by the reflector at that depth. Muting a single 

reflector will mute an entire trace in a reflector spectrum. 

Moreover, a horizontal trace at time t  identifies all 

reflectors that contribute to the arrival at time t  in the 

seismic trace.  

 

 

Figure 2: Reflector spectrum for primaries only. The top panel 

shows the velocity function, while the left panel shows the trace 
containing all primary reflections. 

 

In a first glance of Figure 2, we might think that the 

reflector spectrum looks like displaying of VSP data which 

also has the two coordinates of time and depth.  However, 

they are very different.  Each traces at depth z in VSP is a 

record of the wave field at that depth, however, as we 

mentioned before, a vertical trace in a reflector spectrum at 

depth z  shows all seismic arrivals generated by the 

reflector at that depth.  

 

The reflector spectrum can be viewed as a well-known 

mathematical operator—the Fréchet derivative, i.e., the 

derivative of the calculated trace with respect to each 

individual reflection coefficient. Further investigation of 

this property could lead to an inversion scheme for primary 

reflections only, for example. 

 

REFLECTOR SPECTRUM 

 

Figure 3 shows the reflector spectrum for a more complex 

velocity function, which we derived from a sonic log. 

Using the same velocity function shown in Figure 3, a 

reflector spectrum for internal multiples only is produced 

and shown in Figure 4. Figure 5 shows two vertical traces 

extracted from Figures 3 and 4 at the locations indicated by 

the blue arrows. From Figure 5, we see that the reflector at 

depth 400 m generates one primary reflection (Figure 5a) 

and many internal multiples (Figure 5b).  

 (a)                   (b)          (c)         (d)          (e)         (f) 



Reflector spectrum 

 

 

Figure 3: Reflector spectrum for primaries only. The top panel 

shows the velocity function, while the left panel shows the trace 

containing all primary reflections. 

 

 

Figure 4: Reflector spectrum for internal multiples only. The top 

panel shows the velocity function, while the left panel shows the 

trace containing all internal multiples. 

 

Figure 6 shows two horizontal traces extracted from 

Figures 3 and 4 at the locations indicated by the red arrows. 

Not surprisingly, we see that the primary reflections 

originate from reflectors confined to a small region in 

depth, while the internal multiples originate from many 

reflectors over a wide range of depths ranging from shallow 

to deep. Note that the primaries (near 900 m in Figure 6a) 

and the internal multiples (near 900 m in Figure 6b) will be 

mixed in a synthetic trace including all kinds of reflections 

(O'doherty and Anstey, 1971; Foster and Yin, 1995).  

 

The traces in Figure 6, along with the reflector spectrum in 

Figure 4, suggest that an internal multiple is related to 

many reflectors. This is to be expected, since an internal 

multiple involves at least two reflectors (or reflecting at 

least three times). Although the reflector spectrum relates 

an internal multiple to all contributing reflectors, the fact 

that each multiple can appear numerous times may be 

undesirable, and summing the reflector spectrum over 

 
 
Figure 5: Primaries (a) and internal multiples (b) originating from 

the reflector at depth 400 m. 

 

 

Figure 6: The contributions from all reflectors at all depths to the 

primaries (a) and internal multiples (b) at time 800 ms. 

 

depth will not produce the synthetic trace shown on the left. 

Therefore, we propose to modify the reflector spectrum so 

that each multiple appears only once. 

 

SHALLOW-REFLECTOR SPECTRUM 

 

Here we introduce the shallow-reflector spectrum, which is 

a modified reflector spectrum that provides a simplified 

view of how multiples are generated. In a shallow-reflector 

spectrum, multiples are related only to the shallowest 

corresponding reflectors. This is typical in land seismic 

datasets (Luo et al., 2011; Kelamis et al., 2008). As a result, 

each multiple will appear only once in this spectrum, unlike 

the reflector spectrum for internal multiples shown, for 

example, in Figure 4, in which each multiple can appear 

more than once. Because each multiple appears only once, 

stacking a shallow-reflector spectrum over horizontal axis 

will reproduce the original seismic trace. 

 

Figures 7 and 8 show, respectively, the reflector spectrum 

and the shallow-reflector spectrum for surface-related 

multiples only. Figure 7 reflects the true physics and 

indicates where all surface-related multiples originated.  In 

comparison, Figure 8 indicates only the shallowest reflector 

for each surface-related multiple. 
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Figure 7: Reflector spectrum for surface-related multiples only. 

This spectrum indicates that not only the free surface, but also 

many deeper reflectors, contribute to the surface-related multiples.  

 

 

Figure 8: Shallow-reflector spectrum for surface-related multiples 

only.  Because all surface-related multiple can be attributed to the 

surface, all surface-related multiples can be eliminated by 
removing the free surface reflector. 

 

Figure 9: Shallow-reflector spectrum for internal multiples only. 

Internal multiples cannot be attributed to a single reflector, as was 

the case for the surface-related multiples shown in Figure 8. 

 

Figure 8 suggests that all surface-related multiples can be 

eliminated if the surface reflector is somehow removed. In 

fact, others (Verschuur and Berkhout, 1997; Weglein et al., 

1997; Moore and Dragoset, 2008; Tsai, 1985) have 

proposed methods to do exactly this. The success of these 

surface-related multiple elimination techniques is perhaps 

due in part to the simplicity of the shallow-reflector 

spectrum for surface-related multiples (e.g., Figure 8), 

which indicates that all surface-related multiples can be 

removed simply by removing the surface reflector. 

 

Figure 9 shows the shallow-reflector spectrum for internal 

multiples only. For comparison, the reflector spectrum is 

shown in Figure 4. Note that because each internal multiple 

appears only once in a shallow-reflector spectrum, we can 

conclude from Figure 9 that the internal multiples originate 

from many reflectors. Not surprisingly, we cannot hope to 

eliminate all internal multiples by simply removing a single 

reflector, as was the case for surface-related multiples. 

Perhaps the most attractive feature of the shallow-reflector 

spectrum is that summation of, for example, the spectrum 

shown in Figure 9 over horizontal axis will produce the 

trace shown in the left panel in Figure 9. This property 

could prove useful when developing internal multiple 

elimination techniques. 

 

The shallow-reflector spectrum provides an indication of 

the fewest number of reflectors responsible for multiples, 

or, in other words, the fewest number of reflectors we 

would need to remove in order to eliminate the multiples. 

For surface-related multiples, the shallow-reflector 

spectrum confirms that only one reflector, i.e., the free 

surface, is responsible for the multiples. For internal 

multiples, however, the shallow-reflector spectrum shows 

that many reflectors are responsible for the multiples. Thus, 

we cannot eliminate all internal multiples by removing any 

single reflector or even a few of the strongest reflectors. 

 

CONCLUSION 

 

We have presented a new method for generating a reflector 

spectrum, which relates seismic arrivals or events to all 

reflectors from which they originated. We have also 

proposed a shallow-reflector spectrum, which relates 

seismic arrivals to only the shallowest corresponding 

reflector. Our study confirms that internal multiples 

originate from many reflectors. Thus, internal multiples 

cannot be eliminated by removing any single reflector or 

even a few major reflectors.  
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